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	Motherboard

	


The ASUS A8N VM CSM

	Connects to
	Microprocessors via one of: 

· Sockets 

· Slots (on older motherboards) 

· Direct soldering (on dedicated and embedded system mainboards 

Main memory via one of:

· Slots 

· Sockets for individual chips (on old motherboards) 

· Direct soldering of individual chips (on special purpose motherboards) 

Peripherals via one of:

· External ports 

· Internal cables 

Expansion cards via one of:

· PCI Express bus 

· PCI bus 

· AGP bus 

· ISA bus (on older motherboards) 

· Others 

	Form factors
	ATX
microATX
AT (on older motherboards)
Baby AT (on older motherboards)
Others

	Common manufacturers
	ASUS
Gigabyte Technology
Intel
MSI
Foxconn
Others


A motherboard is the central printed circuit board (PCB) in many modern computers and holds many of the crucial components of the system, while providing connectors for other peripherals. The motherboard is sometimes alternatively known as the main board, system board, or, on Apple computers, the logic board.[1] It is also sometimes casually shortened to mobo.[2]
History
Prior to the advent of the microprocessor, a computer was usually built in a card-cage case or mainframe with components connected by a backplane consisting of a set of slots themselves connected with wires; in very old designs the wires were discrete connections between card connector pins, but printed circuit boards soon became the standard practice. The Central Processing Unit, memory and peripherals were housed on individual printed circuit boards which plugged into the backplane.

During the late 1980s and 1990s, it became economical to move an increasing number of peripheral functions onto the motherboard (see below). In the late 1980s, motherboards began to include single ICs (called Super I/O chips) capable of supporting a set of low-speed peripherals: keyboard, mouse, floppy disk drive, serial ports, and parallel ports. As of the late 1990s, many personal computer motherboards supported a full range of audio, video, storage, and networking functions without the need for any expansion cards at all; higher-end systems for 3D gaming and computer graphics typically retained only the graphics card as a separate component.

The early pioneers of motherboard manufacturing were Micronics, Mylex, AMI, DTK, Hauppauge, Orchid Technology, Elitegroup, DFI, and a number of Taiwan-based manufacturers.

The most favorite computers such as the Apple II and IBM PC had published schematic diagrams and other documentation which permitted rapid reverse-engineering and third-party replacement motherboards. Usually intended for building new computers compatible with the exemplars, many motherboards offered additional performance or other features and were used to upgrade the manufacturer's original equipment.

The term mainboard is archaically applied to devices with a single board and no additional expansions or capability. In modern terms this would include embedded systems and controlling boards in televisions, washing machines, etc. A motherboard specifically refers to a printed circuit with the capability to add/extend its performance.

[edit] Overview


An Acer E360 motherboard made by Foxconn, from 2005, with a large number of integrated peripherals. This board's nForce3 chipset lacks a traditional northbridge.

Most computer motherboards produced today are designed for IBM-compatible computers, which currently account for around 90% of global PC sales[citation needed]. A motherboard, like a backplane, provides the electrical connections by which the other components of the system communicate, but unlike a backplane, it also connects the central processing unit and hosts other subsystems and devices.


A typical desktop computer has its microprocessor, main memory, and other essential components connected to the motherboard. Other components such as external storage, controllers for video display and sound, and peripheral devices may be attached to the motherboard as plug-in cards or via cables, although in modern computers it is increasingly common to integrate some of these peripherals into the motherboard itself.

An important component of a motherboard is the microprocessor's supporting chipset, which provides the supporting interfaces between the CPU and the various buses and external components. This chipset determines, to an extent, the features and capabilities of the motherboard.

Modern motherboards include, at a minimum:
· sockets (or slots) in which one or more microprocessors may be installed[3] 

· slots into which the system's main memory is to be installed (typically in the form of DIMM modules containing DRAM chips) 

· a chipset which forms an interface between the CPU's front-side bus, main memory, and peripheral buses 

· non-volatile memory chips (usually Flash ROM in modern motherboards) containing the system's firmware or BIOS 

· a clock generator which produces the system clock signal to synchronize the various components 

· slots for expansion cards (these interface to the system via the buses supported by the chipset) 

· power connectors, which receive electrical power from the computer power supply and distribute it to the CPU, chipset, main memory, and expansion cards.[4] 





The Octek Jaguar V motherboard from 1993.[5] This board has 6 ISA slots but few onboard peripherals, as evidenced by the lack of external connectors.

Additionally, nearly all motherboards include logic and connectors to support commonly-used input devices, such as PS/2 connectors for a mouse and keyboard. Early personal computers such as the Apple II or IBM PC included only this minimal peripheral support on the motherboard. Occasionally video interface hardware was also integrated into the motherboard; for example, on the Apple II and rarely on IBM-compatible computers such as the IBM PC Jr. Additional peripherals such as disk controllers and serial ports were provided as expansion cards.

Given the high thermal design power of high-speed computer CPUs and components, modern motherboards nearly always include heat sinks and mounting points for fans to dissipate excess heat.

[edit] CPU sockets
Main article: CPU socket
A CPU socket or slot is an electrical component that attaches to a printed circuit board (PCB) and is designed to house a CPU (also called a microprocessor). It is a special type of integrated circuit socket designed for very high pin counts. A CPU socket provides many functions, including a physical structure to support the CPU, support for a heat sink, facilitating replacement (as well as reducing cost), and most importantly, forming an electrical interface both with the CPU and the PCB. CPU sockets can most often be found in most desktop and server computers (laptops typically use surface mount CPUs), particularly those based on the Intel x86 architecture on the motherboard. A CPU socket type and motherboard chipset must support the CPU series and speed. Generally, with a newer AMD microprocessor, you need only select a motherboard that supports the CPU and not be concerned with the chipset.

[edit] Integrated peripherals


Block diagram of a modern motherboard, which supports many on-board peripheral functions as well as several expansion slots.

With the steadily declining costs and size of integrated circuits, it is now possible to include support for many peripherals on the motherboard. By combining many functions on one PCB, the physical size and total cost of the system may be reduced; highly-integrated motherboards are thus especially popular in small form factor and budget computers.

For example, the ECS RS485M-M,[6] a typical modern budget motherboard for computers based on AMD processors, has on-board support for a very large range of peripherals:
· disk controllers for a floppy disk drive, up to 2 PATA drives, and up to 6 SATA drives (including RAID 0/1 support) 

· integrated ATI Radeon graphics controller supporting 2D and 3D graphics, with VGA and TV output 

· integrated sound card supporting 8-channel (7.1) audio and S/PDIF output 

· Fast Ethernet network controller for 10/100 Mbit networking 

· USB 2.0 controller supporting up to 12 USB ports 

· IrDA controller for infrared data communication (e.g. with an IrDA-enabled cellular phone or printer) 

· temperature, voltage, and fan-speed sensors that allow software to monitor the health of computer components 

Expansion cards to support all of these functions would have cost hundreds of dollars even a decade ago; however, as of April 2007[update] such highly-integrated motherboards are available for as little as $30 in the USA.

[edit] Peripheral card slots
A typical motherboard of 2009 will have a different number of connections depending on its standard.

A standard ATX motherboard will typically have one PCI-E 16x connection for a graphics card, two conventional PCI slots for various expansion cards, and one PCI-E 1x (which will eventually supersede PCI). A standard EATX motherboard will have one PCI-E 16x connection for a graphics card, and a varying number of PCI and PCI-E 1x slots. It can sometimes also have a PCI-E 4x slot. (This varies between brands and models.)

Some motherboards have two PCI-E 16x slots, to allow more than 2 monitors without special hardware, or use a special graphics technology called SLI (for Nvidia) and Crossfire (for ATI). These allow 2 graphics cards to be linked together, to allow better performance in intensive graphical computing tasks, such as gaming and video editing.

As of 2007, virtually all motherboards come with at least four USB ports on the rear, with at least 2 connections on the board internally for wiring additional front ports that may be built into the computer's case. Ethernet is also included. This is a standard networking cable for connecting the computer to a network or a modem. A sound chip is always included on the motherboard, to allow sound output without the need for any extra components. This allows computers to be far more multimedia-based than before. Some motherboards often have their graphics chip built into the motherboard rather than needing a separate card. A separate card may still be used.

[edit] Temperature and reliability
Main article: Computer cooling
Motherboards are generally air cooled with heat sinks often mounted on larger chips, such as the Northbridge, in modern motherboards. If the motherboard is not cooled properly, it can cause the computer to crash. Passive cooling, or a single fan mounted on the power supply, was sufficient for many desktop computer CPUs until the late 1990s; since then, most have required CPU fans mounted on their heat sinks, due to rising clock speeds and power consumption. Most motherboards have connectors for additional case fans as well. Newer motherboards have integrated temperature sensors to detect motherboard and CPU temperatures, and controllable fan connectors which the BIOS or operating system can use to regulate fan speed. Some computers (which typically have high-performance microprocessors, large amounts of RAM, and high-performance video cards) use a water-cooling system instead of many fans.

Some small form factor computers and home theater PCs designed for quiet and energy-efficient operation boast fan-less designs. This typically requires the use of a low-power CPU, as well as careful layout of the motherboard and other components to allow for heat sink placement.

A 2003 study[7] found that some spurious computer crashes and general reliability issues, ranging from screen image distortions to I/O read/write errors, can be attributed not to software or peripheral hardware but to aging capacitors on PC motherboards. Ultimately this was shown to be the result of a faulty electrolyte formulation.[8]
For more information on premature capacitor failure on PC motherboards, see capacitor plague. 

Motherboards use electrolytic capacitors to filter the DC power distributed around the board. These capacitors age at a temperature-dependent rate, as their water based electrolytes slowly evaporate. This can lead to loss of capacitance and subsequent motherboard malfunctions due to voltage instabilities. While most capacitors are rated for 2000 hours of operation at 105 °C,[9] their expected design life roughly doubles for every 10 °C below this. At 45 °C a lifetime of 15 years can be expected. This appears reasonable for a computer motherboard. However, many manufacturers have delivered substandard capacitors,[citation needed] which significantly reduce life expectancy. Inadequate case cooling and elevated temperatures easily exacerbate this problem. It is possible, but tedious and time-consuming, to find and replace failed capacitors on PC motherboards.

[edit] Form factor
Main article: Comparison of computer form factors




microATX form factor motherboard

Motherboards are produced in a variety of sizes and shapes called computer form factor, some of which are specific to individual computer manufacturers. However, the motherboards used in IBM-compatible commodity computers have been standardized to fit various case sizes. As of 2007[update], most desktop computer motherboards use one of these standard form factors—even those found in Macintosh and Sun computers, which have not traditionally been built from commodity components. The current desktop PC form factor of choice is ATX. A case's, motherboard and PSU form factor must all match, though some smaller form factor motherboards of the same family will fit larger cases. For example, an ATX case will usually accommodate a microATX motherboard.

Laptop computers generally use highly integrated, miniaturized and customized motherboards. This is one of the reasons that laptop computers are difficult to upgrade and expensive to repair. Often the failure of one laptop component requires the replacement of the entire motherboard, which is usually more expensive than a desktop motherboard due to the large number of integrated components.

[edit] Bootstrapping using the BIOS
Main article: booting
Motherboards contain some non-volatile memory to initialize the system and load an operating system from some external peripheral device. Microcomputers such as the Apple II and IBM PC used ROM chips, mounted in sockets on the motherboard. At power-up, the central processor would load its program counter with the address of the boot ROM and start executing ROM instructions, displaying system information on the screen and running memory checks, which would in turn start loading memory from an external or peripheral device (disk drive). If none is available, then the computer can perform tasks from other memory stores or display an error message, depending on the model and design of the computer and version of the BIOS.

Most modern motherboard designs use a BIOS, stored in an EEPROM chip soldered to the motherboard, to bootstrap the motherboard. (Socketed BIOS chips are widely used, also.) By booting the motherboard, the memory, circuitry, and peripherals are tested and configured. This process is known as a computer Power-On Self Test (POST) and may include testing some of the following devices:

· floppy drive 

· network controller 

· CD-ROM drive 

· DVD-ROM drive 

· SCSI hard drive 

· IDE, EIDE, or SATA hard disk 

· External USB memory storage device 

Any of the above devices can be stored with machine code instructions to load an operating system or program.

A chipset, PC chipset or chip set refers to a group of integrated circuits, or chips, that are designed to work together. They are usually marketed as a single product.

[edit] Computers


Diagram of a motherboard chipset

In computing, the term chipset is commonly used to refer to a set of specialized chips on a computer's motherboard or an expansion card. In personal computers the first chipset for the IBM PC AT was the NEAT chipset by Chips and Technologies for the Intel 80286 CPU.

Based on Intel Pentium-class microprocessors, the term chipset often refers to a specific pair of chips on the motherboard: the northbridge and the southbridge. The northbridge links the CPU to very high-speed devices, especially main memory and graphics controllers, and the southbridge connects to lower-speed peripheral buses (such as PCI or ISA). In many modern chipsets, the southbridge actually contains some on-chip integrated peripherals, such as Ethernet, USB, and audio devices.

A chipset is usually designed to work with a specific family of microprocessors. Because it controls communications between the processor and external devices, the chipset plays a crucial role in determining system performance.

The manufacturer of a chipset often is independent from the manufacturer of the motherboard. Current manufacturers of chipsets for PC-compatible motherboards include NVIDIA, AMD, VIA Technologies, SiS, Intel and Broadcom. Apple computers and Unix workstations from Sun, NeXT, SGI, and others have traditionally used custom-designed chipsets; now that Sun and Apple both have x86 processors in at least some of their lines of products, they have begun to use standard PC chipsets in some of their computers. Some server manufacturers also develop custom chipsets for their products.

In the 1980s, Chips and Technologies, founded by Gordon Campbell, pioneered the manufacturing of chipsets for PC-compatible computers. Computer systems produced since then often share commonly used chipsets, even across widely disparate computing specialties. For example, the NCR 53C9x, a low-cost chipset implementing a SCSI interface to storage devices, could be found in Unix machines such as the MIPS Magnum, embedded devices, and personal computers.

In home computers, game consoles and arcade game hardware of the 1980s and 1990s, the term chipset was used for the custom audio and graphics chips. Examples include the Commodore Amiga's Original Chip Set or SEGA's System 16 chipset.
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Early Chipsets
Intel licensed ZyMOS POACH chipset for Intel 80286 and Intel 80386SX processors.

List of early Intel chipset includes:[1]
· 82350 EISA 

· 82350DT EISA 

· 82310 MCA 

· 82340SX PC AT 

· 82340DX PC AT 

· 82320 MCA 

· 82360SL was a chipset for the mobile 80386SL and 80486SL processors. It integrated DMA controller, an interrupt controller PIC, serial and parallel ports, and power-management logic for the processor. 

[edit] 4xx Chipsets
[edit] 80486 Chipsets
	Chipset
	Code Name
	South Bridge
	Release Date
	Processors
	FSB
	SMP
	Memory types
	Max. memory
	Parity/ECC
	L2 Cache Type
	PCI support

	420TX
	Saturn
	
	November 1992
	5 V 486
	Up to 33 MHz
	No
	FPM
	128 MB[2]
	Parity
	Async.
	2.0

	420EX
	Aries
	
	March 1994
	5 V/3.3 V 486
	Up to 50 MHz
	No
	FPM
	128 MB
	Parity
	Async.
	2.0

	420ZX
	Saturn II
	
	March 1994
	5 V/3.3 V 486
	Up to 33 MHz
	No
	FPM
	160 MB
	Parity
	Async.
	2.1


[edit] Pentium Chipsets
While not an actual Intel chipset bug, the Mercury and Neptune chipsets could be found paired with RZ1000 and CMD640 IDE controllers with data corruption bugs.

	Chipset
	Code Name
	Part Numbers
	South Bridge
	Release Date
	Processors
	FSB
	SMP
	Memory types
	Max. memory
	Max. cacheable
	Parity/ECC
	L2 Cache Type
	PCI support
	AGP support

	430LX
	Mercury[3]
	S82434LX
	SIO
	March 1993
	P60/66
	66 MHz
	No
	FPM
	192 MB
	192 MB
	Parity
	Async.
	2.0
	No

	430NX
	Neptune[4]
	S82433NX S82434NX
	SIO
	March 1994
	P75+
	66 MHz
	Yes
	FPM
	512 MB
	512 MB
	Parity
	Async.
	2.0
	No

	430FX
	Triton[5]

 HYPERLINK "http://en.wikipedia.org/wiki/List_of_Intel_chipsets" \l "cite_note-TritonIIref-5#cite_note-TritonIIref-5" [6]
	SB82437FX-66 SB82437JX
	PIIX
	January 1995
	P75+
	66 MHz
	No
	FPM/EDO
	128 MB
	64 MB
	Neither
	Async./Pburst
	2.0
	No

	430MX
	Mobile Triton
	82437MX
	MPIIX
	October 1995
	P75+
	66 MHz
	No
	FPM/EDO
	128 MB
	64 MB
	Neither
	Async./Pburst
	2.0
	No

	430HX
	Triton II[7]

 HYPERLINK "http://en.wikipedia.org/wiki/List_of_Intel_chipsets" \l "cite_note-TritonIIref-5#cite_note-TritonIIref-5" [6]
	FW82439HX FW82439JHX
	PIIX3
	February 1996
	P75+
	66 MHz
	Yes
	FPM/EDO
	512 MB
	512/64 MB
depending on Tag RAM used
	Both
	Async./Pburst
	2.1
	No

	430VX
	Triton II[8]

 HYPERLINK "http://en.wikipedia.org/wiki/List_of_Intel_chipsets" \l "cite_note-TritonIIref-5#cite_note-TritonIIref-5" [6]
	SB82437VX SB82438VX
	PIIX3
	February 1996
	P75+
	66 MHz
	No
	FPM/EDO/SDRAM
	128 MB
	64 MB
	Neither
	Async./Pburst
	2.1
	No

	430TX[9]
	
	FW82439TX
	PIIX4
	February 1997
	P75+
	66 MHz
	No
	FPM/EDO/SDRAM
	256 MB
	64 MB
	Neither
	Async./Pburst
	2.1
	No


[edit] Pentium Pro/II/III Chipsets
	Chipset
	Code Name
	Part numbers
	South Bridge
	Release Date
	Processors1
	FSB
	SMP
	Memory types
	Max. memory
	Memory banks
	Parity/ECC
	PCI support
	AGP support

	450KX
	Mars
	82451KX, 82452KX, 82453KX, 82454KX
	Various
	November 1995
	Pentium Pro
	66 MHz
	Yes
	FPM
	8 GB
	
	Both
	2.0
	No

	450GX
	Orion
	82451GX, 82452GX, 82453GX, 82454GX
	Various
	November 1995
	Pentium Pro
	66 MHz
	Yes (up to four)
	FPM
	8 GB
	
	Both
	2.0
	No

	440FX
	Natoma
	82441FX, 82442FX
	PIIX3
	May 1996
	Pentium Pro/Pentium II
	66 MHz
	Yes
	FPM/EDO/BEDO
	1 GB
	4
	Both
	2.1
	No

	440LX
	Balboa
	82443LX
	PIIX4
	August 1997
	Pentium II/Celeron
	66 MHz
	Yes
	FPM/EDO/SDRAM
	1 GB EDO/512 MB SDRAM
	4
	Both
	2.1
	AGP 2×

	440EX
	n/a
	82443EX
	PIIX4E
	April 1998
	Celeron/Pentium II
	66 MHz
	No
	EDO/SDRAM
	256 MB
	2
	Neither
	2.1
	AGP 2×

	440BX
	Seattle
	82443BX
	PIIX4E
	April 1998
	Pentium II/III, Celeron
	66/100 MHz
	Yes
	EDO/SDRAM
	1 GB
	4
	Both
	2.1 (64-bit optional)
	AGP 2×

	440GX
	n/a
	82443GX
	PIIX4E
	June 1998
	Pentium II/III, Xeon
	100 MHz
	Yes
	SDRAM
	2 GB
	4
	Both
	2.1
	AGP 2×

	450NX
	n/a
	82451NX, 82452NX, 82453NX, 82454NX
	PIIX4E
	June 1998
	Pentium II/III, Xeon
	100 MHz
	Yes (up to four)
	FPM/EDO
	8 GB
	4
	Both
	2.1 (64-bit optional)
	No

	440ZX/440ZX-66
	n/a
	82443ZX
	PIIX4E
	November 1998
	Celeron, Pentium II/III
	100/66 MHz
	No
	SDRAM
	512 MB
	2
	Neither
	2.1
	AGP 2×

	440ZX-M
	n/a
	82443ZX-M
	PIIX4M
	
	Pentium III/mobile Celeron
	66 MHz
	No
	SDRAM
	256 MB
	2
	Neither
	2.1
	AGP 2×

	440MX
	Banister
	82443MX
	Same chip
	
	Pentium II/III, mobile Celeron
	66/100 MHz
	No
	SDRAM
	256 MB
	2
	Neither
	2.2
	No


[edit] Southbridge 4xx Chipsets
Main articles: PCI IDE ISA Xcelerator and Super I/O
	Chipset
	Part Number
	ATA support
	USB support
	CMOS/clock
	ISA support
	LPC support
	Power management

	SIO
	82378IB/ZB
	None
	None
	No
	Yes
	No
	SMM

	PIIX
	82371FB
	PIO/WDMA
	None
	No
	Yes
	No
	SMM

	MPIIX
	82371MX
	PIO
	None
	No
	Yes
	No
	SMM

	PIIX3
	82371SB
	PIO/WDMA
	1 Controller, 2 Ports
	No
	Yes
	No
	SMM

	PIIX4
	82371AB
	PIO/UDMA 33
	1 Controller, 2 Ports
	Yes
	Yes
	No
	SMM

	PIIX4E
	82371EB
	PIO/UDMA 33
	1 Controller, 2 Ports
	Yes
	Yes
	No
	SMM

	PIIX4M
	82371MB
	PIO/UDMA 33
	1 Controller, 2 Ports
	Yes
	Yes
	No
	SMM


[edit] 8xx Chipsets
[edit] Pentium II/III Chipsets
	Chipset
	Code name
	Part numbers
	South bridge
	Release date
	Processors
	FSB
	SMP
	Memory types
	Max. memory
	Memory banks
	Parity or ECC
	PCI
	Ext. AGP/speed
	IGP

	810
	Whitney
	82810
	ICH/ICH0
	April 1999
	Celeron, Pentium II/III
	66/100 MHz
	No
	EDO/PC100 SDRAM
	512 MB
	2
	Neither
	v2.2/33 MHz
	No
	Yes

	810E
	Whitney
	82810E
	ICH
	September 1999
	Celeron, Pentium II/III
	66/100/133 MHz
	No
	PC100 SDRAM
	512 MB
	2
	Neither
	v2.2/33 MHz
	No
	Yes

	810E2
	Whitney
	8210E
	ICH2
	
	Celeron, Pentium II/III
	66/100/133 MHz
	No
	PC100 SDRAM
	512 MB
	2
	Neither
	v2.2/33 MHz
	No
	Yes

	820
	Camino
	82820
	ICH
	November 1999
	Pentium II/III, Celeron
	66/100/133 MHz
	Yes
	PC800 RDRAM/PC133 SDRAM (with MTH)
	1 GB
	2
	Both
	v2.2/33 MHz
	Yes/AGP 4×
	No

	840
	Carmel
	82840
	ICH
	October 1999
	Pentium III, Xeon
	66/100/133 MHz
	Yes
	Dual-Channel PC800 RDRAM
	4 GB
	2×4
	Both
	v2.2/66 MHz
	Yes/AGP 4×
	No

	820E
	Camino
	82820
	ICH2
	June 2000
	Pentium II/III, Celeron
	66/100/133 MHz
	Yes
	PC800 RDRAM/PC133 SDRAM (with MTH)
	1 GB
	2
	Both
	v2.2/33 MHz
	Yes/AGP 4×
	No

	815
	Solano
	82815
	ICH
	June 2000
	Celeron, Pentium II/III
	66/100/133 MHz
	No
	PC133 SDRAM
	512 MB
	2
	Neither
	v2.2/33 MHz
	Yes/AGP 4×
	Yes

	815E
	Solano
	82815
	ICH2
	June 2000
	Celeron, Pentium II/III
	66/100/133 MHz
	Yes (2)
	PC133 SDRAM
	512 MB
	2
	Neither
	v2.2/33 MHz
	Yes/AGP 4×
	Yes

	815EP
	Solano
	82815EP
	ICH2
	November 2000
	Celeron, Pentium II/III
	66/100/133 MHz
	No
	PC133 SDRAM
	512 MB
	3
	Neither
	v2.2/33 MHz
	Yes/AGP 4×
	No

	815P
	Solano
	82815EP
	ICH/ICH0
	March 2001
	Celeron, Pentium III
	66/100/133 MHz
	No
	PC133 SDRAM
	512 MB
	3
	Neither
	v2.2/33 MHz
	Yes/AGP 4×
	No

	815G
	Solano
	82815G
	ICH/ICH0
	September 2001
	Celeron, Pentium III
	66/100/133 MHz
	No
	PC133 SDRAM
	512 MB
	3
	Neither
	v2.2/33 MHz
	No
	Yes

	815EG
	Solano
	82815G
	ICH2
	September 2001
	Celeron, Pentium III
	66/100/133 MHz
	No
	PC133 SDRAM
	512 MB
	3
	Neither
	v2.2/33 MHz
	No
	Yes


[edit] Pentium III-M Mobile Chipsets
	Chipset
	Code name
	Part numbers
	South bridge
	Release date
	Processors
	FSB
	SMP
	Memory types
	Max. memory
	Memory banks
	Parity or ECC
	PCI
	Ext. AGP/speed
	IGP

	830M
	Almador
	82830M
	ICH3M
	July 2001
	Celeron, Pentium III-M
	133 MHz
	No
	PC133 SDRAM
	1 GB
	2
	Neither
	v2.2/33 MHz
	Yes/AGP 4×
	Yes

	830MG
	Almador
	82830MG
	ICH3M
	
	Celeron, Pentium III-M
	133 MHz
	No
	PC133 SDRAM
	1 GB
	2
	Neither
	v2.2/33 MHz
	No
	Yes

	830MP
	Almador
	82830MP
	ICH3M
	
	Celeron, Pentium III-M
	133 MHz
	No
	PC133 SDRAM
	1 GB
	2
	Neither
	v2.2/33 MHz
	Yes/AGP 4×
	No


[edit] Pentium 4 Chipsets
	Chipset
	Code name
	Part numbers
	South bridge
	Release date
	Processors
	FSB
	SMP
	Memory types
	Max. memory
	Parity/ECC
	PCI Type
	Graphics
	TDP

	850
	Tehama
	82850 (MCH)
	ICH2
	November 2000
	Pentium 4
	400 MHz
	No
	PC800/600 RDRAM
	2 GB
	Yes/Yes
	v2.2/33 MHz
	AGP 4×
	

	860
	Colusa
	82860 (MCH)
	ICH2
	May 2001
	Xeon
	400 MHz
	Yes
	PC800/600 RDRAM
	4 GB (w. 2 repeaters)
	Yes/Yes
	v2.2/33 MHz
	AGP 4×
	

	845
	Brookdale
	82845 (MCH)
	ICH2
	January 2002
	Celeron, Pentium 4
	400 MHz
	No
	DDR 200/266 or PC133
	2 GB DDR, 3 GB SDR
	Yes/Yes
	v2.2/33 MHz
	AGP 4×
	

	850E
	Tehama-E
	82850E (MCH)
	ICH2
	May 2002
	Pentium 4
	400/533 MHz
	No
	PC1066/800 RDRAM
	2 GB
	Yes/Yes
	v2.2/33 MHz
	AGP 4×
	

	845E
	Brookdale-E
	82845E (MCH)
	ICH4
	May 2002
	Celeron, Celeron D, Pentium 4
	400/533 MHz
	No
	DDR 200/266
	2 GB
	Yes/Yes
	v2.2/33 MHz
	AGP 4×
	

	845GL
	Brookdale-GL
	82845GL (GMCH)
	ICH4
	May 2002
	Celeron, Pentium 4
	400 MHz
	No
	DDR 266, PC133
	2 GB
	No/No
	v2.2/33 MHz
	Integrated
	

	845G
	Brookdale-G
	82845G (GMCH)
	ICH4
	May 2002
	Celeron, Celeron D, Pentium 4
	400/533 MHz
	No
	DDR 266, PC133
	2 GB
	No/No
	v2.2/33 MHz
	AGP 4× & integrated
	

	845GE
	Brookdale-GE
	82845GE (GMCH)
	ICH4
	October 2002
	Celeron, Pentium 4
	400/533 MHz
	No
	DDR 266/333
	2 GB
	No/No
	v2.2/33 MHz
	AGP 4× & integrated
	6.3 W

	845PE
	Brookdale-PE
	82845PE (MCH)
	ICH4
	October 2002
	Celeron, Pentium 4
	400/533 MHz
	No
	DDR 266/333
	2 GB
	No/No
	v2.2/33 MHz
	AGP 4×
	5.6 W

	845GV
	Brookdale-GV
	82845GV (GMCH)
	ICH4
	October 2002
	Celeron, Celeron D, Pentium 4
	400/533 MHz
	No
	DDR 266/333, PC133
	2 GB
	No/No
	v2.2/33 MHz
	integrated
	

	875P
	Canterwood
	82875P (MCH)
	ICH5/ICH5R
	April 2003
	Pentium 4, Xeon
	400/533/800 MHz
	Yes
	Dual channel DDR 266/333/400
	4 GB
	Yes/Yes
	v2.3/33 MHz
	AGP 8×
	12.1 W

	865G
	Springdale
	82865G (GMCH)
	ICH5/ICH5R
	May 2003
	Pentium 4, Celeron, Celeron D
	400/533/800 MHz
	No
	Dual channel DDR 266/333/400
	4 GB
	No/No
	v2.3/33 MHz
	AGP 8× & integrated
	12.9 W

	865P
	Springdale-P
	82865P
	ICH5
	May 2003
	Pentium 4, Celeron D
	400/533 MHz
	No
	Dual channel DDR 266/333
	4 GB
	No/No
	v2.3/33 MHz
	AGP 8×
	10.3 W

	865PE
	Springdale-PE
	82865PE
	ICH5/ICH5R
	May 2003
	Pentium 4, Celeron D
	400/533/800 MHz
	No
	Dual channel DDR 266/333/400
	4 GB
	No/No
	v2.3/33 MHz
	AGP 8×
	11.3 W

	848P
	Breeds Hill
	82848P (MCH)
	ICH5/ICH5R
	August 2003
	Celeron, Celeron D, Pentium 4
	400/533/800 MHz
	No
	DDR 266/333/400
	2 GB
	No/No
	v2.3/33 MHz
	AGP 8×
	

	865GV
	Springdale-GV
	82865GV (GMCH)
	ICH5/ICH5R
	September 2003
	Pentium 4, Celeron D
	400/533/800 MHz
	No
	Dual channel DDR 266/333/400
	4 GB
	No/No
	v2.3/33 MHz
	Integrated
	


Summary:

· 875P (Canterwood) 

· Similar to E7205, but adds support for 800 MHz bus, DDR at 400 MHz, Communication Streaming Architecture (CSA), Serial ATA (with RAID in certain configurations) and Performance Acceleration Technology (PAT), a mode purported to cut down memory latency. 

· SMP capability exists only on Xeon-based (socket 604) motherboards using the 875P chipset. FSB is rated at 533 MHz on these motherboards. 

· 865PE (Springdale) 

· 875P without PAT, though it was possible to enable PAT in some early revisions. Also lacks ECC Memory support. 

· Sub-versions: 

· 865P - The same as 865PE, but supports only 533 MHz bus and 333 MHz memory. 

· 848P - Single memory channel version of 865PE. 

· 865G (Springdale-G) 

· 865PE with integrated graphics (Intel Extreme Graphics 2). PAT never supported in any revisions. 

· Sub-versions: 

· 865GV - 865G without external AGP slot. 

[edit] Pentium 4-M/Pentium M/Celeron M Mobile Chipsets
	Chipset
	Code name
	Part numbers
	South bridge
	Release date
	Processors
	FSB
	SMP
	Memory types
	Max. memory
	Parity/ECC
	PCI Type
	Graphics
	TDP

	845MP
	Brookdale-M
	82845 (MCH)
	ICH3-M
	March 2002
	Mobile Celeron, Pentium 4-M
	400 MHz
	No
	DDR 200/266
	1 GB
	No/No
	v2.2/33 MHz
	AGP 4×
	

	845MZ
	Brookdale-MZ
	82845 (MCH)
	ICH3-M
	March 2002
	Mobile Celeron, Pentium 4-M
	400 MHz
	No
	DDR 200
	1 GB
	No/No
	v2.2/33 MHz
	AGP 4×
	

	852GM
	Montara-GM
	82852GM (GMCH)
	ICH4-M
	Q2, '04
	Pentium 4-M, Celeron, Celeron M
	400 MHz
	No
	DDR 200/266
	1 GB
	No/No
	v2.2/33 MHz
	Integrated 32-bit 3D Core @ 133 MHz
	3.2 W

	852GMV
	Montara-GM
	82852GMV (GMCH)
	ICH4-M
	
	Pentium 4-M, Celeron, Celeron M
	400 MHz
	No
	DDR 200/266
	1 GB
	No/No
	v2.2/33 MHz
	Integrated 32-bit 3D Core @ 133 MHz
	3.2 W

	852PM
	Montara-GM
	82852PM (MCH)
	ICH4-M
	
	Pentium 4-M, Celeron, Celeron D
	400/533 MHz
	No
	DDR 200/266/333
	2 GB
	No/No
	v2.2/33 MHz
	AGP 1x/2×/4×
	5.7 W

	852GME
	Montara-GM
	82852GME (GMCH)
	ICH4-M
	Q4, '03
	Pentium 4-M, Celeron, Celeron D
	400/533 MHz
	No
	DDR 200/266/333
	2 GB
	No/No
	v2.2/33 MHz
	Integrated Extreme Graphics 2 graphics core
	5.7 W

	855GM
	Montara-GM
	82855GM (GMCH)
	ICH4-M
	March 2003
	Pentium M, Celeron M
	400 MHz
	No
	DDR 200/266/333
	2 GB
	No/No
	v2.2/33 MHz
	Integrated Extreme Graphics 2 graphics core
	3.2 W

	855GME
	Montara-GM
	82855GME (MCH)
	ICH4-M
	March 2003
	Pentium M, Celeron M
	400 MHz
	No
	DDR 200/266/333
	2 GB
	No/No
	v2.2/33 MHz
	Integrated Extreme Graphics 2 graphics core
	4.3 W

	855PM
	Odem
	82855PM (MCH)
	ICH4-M
	March 2003
	Pentium M, Celeron M
	400 MHz
	No
	DDR 200/266/333
	2 GB
	No/No
	v2.2/33 MHz
	AGP 2×/4×
	5.7 W


[edit] Southbridge 8xx Chipsets
Main article: I/O Controller Hub
	Chipset
	Part Number
	ATA
	SATA
	RAID Level
	USB
	PCI

	ICH
	82801AA
	UDMA 66/33
	No
	No
	Rev 1.1, 2 Ports
	Rev 2.2, 6 PCI slots

	ICH0
	82801AB
	UDMA 33
	No
	No
	Rev 1.1, 2 Ports
	Rev 2.2, 4 PCI slots

	ICH2
	82801BA
	UDMA 100/66/33
	No
	No
	Rev 1.1, 4 Ports
	Rev 2.2, 6 PCI slots

	ICH2-M
	82801BAM
	UDMA 100/66/33
	No
	No
	Rev 1.1, 2 Ports
	Rev 2.2, 2 PCI slots

	ICH3-S
	82801CA
	UDMA 100/66/33
	No
	No
	Rev 1.1, 6 Ports
	Rev 2.2, 6 PCI slots

	ICH3-M
	82801CAM
	UDMA 100/66/33
	No
	No
	Rev 1.1, 2 Ports
	Rev 2.2, 2 PCI slots

	ICH4
	82801DB
	UDMA 100/66/33
	No
	No
	Rev 2.0, 6 Ports
	Rev 2.2, 6 PCI slots

	ICH4-M
	82801DBM
	UDMA 100/66/33
	No
	No
	Rev 2.0, 4 Ports
	Rev 2.2, 3 PCI slots

	ICH5
	82801EB
	UDMA 100/66/33
	SATA 1.5 Gbit/s, 2 Ports
	No
	Rev 2.0, 6 Ports
	Rev 2.3, 6 PCI slots

	ICH5R
	82801ER
	UDMA 100/66/33
	SATA 1.5 Gbit/s, 2 Ports
	RAID0, RAID1
	Rev 2.0, 6 Ports
	Rev 2.3, 6 PCI slots

	ICH5-M
	82801EBM
	UDMA 100/66/33
	No
	No
	Rev 2.0, 4 Ports
	Rev 2.3, 4 PCI slots


[edit] 9xx Chipsets and 3/4 Series Chipsets
[edit] Pentium 4/Pentium D/Pentium EE Chipsets
All Chipsets listed in the table below:

· Do not support SMP 

· Support (-R and -DH) variants for South Bridges 

	Chipset
	Code Name
	Part numbers
	South Bridge
	Release Date
	Supported Processors
	FSB (MHz)
	Memory Types
	Max. Memory
	Parity/ECC
	Graphics
	TDP

	910GL
	Grantsdale-GL
	82910GL (GMCH)
	ICH6
	September 2004
	Pentium 4, Celeron, Celeron D
	533
	DDR 333/400
	2 GB
	No/No
	Integrated GMA 900
	16.3 W

	915P
	Grantsdale
	82915P (MCH)
	ICH6
	June 2004
	Pentium 4, Celeron D
	533/800
	· DDR 333/400 

· DDR2 400/533 
	4 GB
	No/No
	PCI-Express 16×
	16.3 W

	915PL
	Grantsdale-PL
	82915PL (MCH)
	ICH6
	March 2005
	Pentium 4, Celeron D
	533/800
	DDR 333/400
	2 GB
	No/No
	PCI-Express 16×
	16.3 W

	915G
	Grantsdale-G
	82915G (GMCH)
	ICH6
	June 2004
	Pentium 4, Celeron D
	533/800
	· DDR 333/400 

· DDR2 400/533 
	4 GB
	No/No
	· PCI-Express 16× 

· Integrated GMA 900 
	16.3 W

	915GL
	Grantsdale-GL
	82915GL (GMCH)
	ICH6
	March 2005
	Pentium 4, Celeron D
	533/800
	DDR 333/400
	4 GB
	No/No
	Integrated GMA 900
	16.3 W

	915GV
	Grantsdale-GV
	82915GV (GMCH)
	ICH6
	June 2004
	Pentium 4, Celeron D
	533/800
	· DDR 333/400 

· DDR2 400/533 
	4 GB
	No/No
	Integrated GMA 900
	16.3 W

	925X
	Alderwood
	82925X (MCH)
	ICH6
	June 2004
	Pentium 4, Pentium 4 EE
	800
	DDR2 400/533
	4 GB
	Yes/Yes
	PCI-Express 16×
	12.3 W

	925XE
	Alderwood-XE
	82925XE (MCH)
	ICH6
	November 2004
	Pentium 4, Pentium 4 EE
	800/1066
	DDR2 400/533
	4 GB
	Yes/Yes
	PCI-Express 16×
	13.3 W

	955X
	Glenwood
	82955X (MCH)
	ICH7
	April 2005
	Pentium 4, Pentium 4 EE, Pentium D, Pentium XE
	800/1066
	DDR2 533/667
	8 GB
	Yes/Yes
	PCI-Express 16×
	13.5 W

	945P
	Lakeport
	82945P (MCH)
	ICH7
	May 2005
	Pentium 4, Pentium D, Celeron D
	533/800/1066
	DDR2 400/533/667
	4 GB
	No/No
	PCI-Express 16×
	15.2 W

	945PL
	Lakeport-PL
	82945PL (MCH)
	ICH7
	March 2006
	Pentium 4, Pentium D, Celeron D
	533/800
	DDR2 400/533
	2 GB
	No/No
	PCI-Express 16×
	15.2 W

	945G
	Lakeport-G
	82945G (GMCH)
	ICH7
	May 2005
	Pentium 4, Pentium D, Celeron D
	533/800/1066
	DDR2 400/533/667
	4 GB
	No/No
	· PCI-Express 16× 

· Integrated GMA 950 
	22.2 W


Summary:

· 915P (Grantsdale) 

· Supports Pentium 4 on an 800 MHz bus. Uses DDR memory up to 400 MHz, or DDR2 at 533 MHz. Replaces AGP and CSA with PCI Express, and also supports "Matrix RAID", a RAID mode designed to allow the usage of RAID levels 0 and 1 simultaneously with two hard drives. (Normally RAID1+0 would have required four hard drives) 

· Sub-versions: 

· 915PL - Cut-down version of 915P with no support for DDR2 and only supporting 2 GB of memory. 

· 915G (Grantsdale-G) 

· 915P with an integrated GMA 900. The core is compliant with Vertex and Pixel shader versions 2.0, and has similar functionality to GeForce FX 5200 64bit and Radeon 9100 IGP, though it does not have Transform & Lighting (T&L) features. 

· Sub-versions: 

· 915GL - Same feature reductions as 915PL, but supports 4 GB of memory. No support for external graphics cards. 

· 915GV - Same as 915G, but has no way of adding an external graphics card. 

· 910GL - No support for external graphics cards or 800 MHz bus. 

· 925X (Alderwood) 

· Higher end version of 915. Supports another PAT-like mode and ECC memory, and exclusively uses DDR-II RAM. 

· Sub-versions: 

· 925XE - Supports a 1066 MHz bus. 

· 945P (Lakeport) 

· Update on 915P, with support for Serial ATA II, RAID mode 5, an improved memory controller with support for DDR-II at 667 MHz and additional PCI-Express lanes. Support for DDR-I is dropped. Formal dual-core support was added to this chipset. 

· Sub-versions: 

· 945PL - No support for 1066 MHz bus, only supports 2 GB of memory. 

· 945G (Lakeport-G) 

· A version of the 945P that has a GMA 950 integrated, supports a 1066 MHz bus. 

· Sub-versions: 

· 945GZ - Same feature reductions as 945PL but with an integrated . No support for external graphics cards. 

· 955X (Glenwood) 

· Update for 925X, with additional features of "Lakeport" (e.g., PAT features and ECC memory), and uses DDR2. 

[edit] Pentium M/Celeron M Mobile Chipsets
	Chipset
	Code Name
	Part numbers
	South Bridge
	Release Date
	Supported Processors
	FSB (MHz)
	Memory Types
	Max. Memory
	Parity/ECC
	Graphics
	TDP

	910GML
	Alviso-GM
	82910GML (GMCH)
	ICH6-M
	January 2005
	Celeron M
	400 MHz
	DDR 333, DDR2 400
	2 GB
	No/No
	Integrated GMA 900
	6 W

	915GMS
	Alviso-GM
	82915GMS (GMCH)
	ICH6-M
	January 2005
	Pentium M, Celeron M
	400 MHz
	DDR2 400
	2 GB
	No/No
	Integrated GMA 900
	4.8 W

	915GM
	Alviso-GM
	82915GM (GMCH)
	ICH6-M
	January 2005
	Pentium M, Celeron M
	400/533 MHz
	DDR 333, DDR2 400/533
	2 GB
	No/No
	Integrated GMA 900
	6 W

	915PM
	Alviso
	82915PM (MCH)
	ICH6-M
	January 2005
	Pentium M, Celeron M
	400/533 MHz
	DDR 333, DDR2 400/533
	2 GB
	No/No
	PCI-Express 16×
	5.5 W


[edit] Core/Core 2 Mobile Chipsets
	Chipset
	Code name
	Part numbers
	South bridge
	Release date
	Processors supported (official)
	FSB
	Memory types
	Max. memory
	Graphics
	TDP

	940GML
	Calistoga
	82940GML (GMCH)
	ICH7-M
	January 2006
	Celeron M, Core Solo, Pentium Dual-Core
	533 MHz
	DDR2 400/533
	2 GB
	Integrated GMA 950 graphics core (Max. 166 MHz 3D Render)
	7 W

	943GML
	Calistoga
	82943GML (GMCH)
	ICH7-M
	January 2006
	Celeron M, Core Solo, Pentium Dual-Core2
	533 MHz
	DDR2 400/533
	2 GB
	Integrated GMA 950 graphics core (Max. 200 MHz 3D Render)
	

	945GMS
	Calistoga
	82945GMS (GMCH)
	ICH7-M
	January 2006
	Core 2 Duo, Core Duo, Pentium Dual-Core, Core Solo, Celeron M
	533/667 MHz
	DDR2 400/533
	2 GB
	Integrated GMA 950 graphics core (Max. 166 MHz 3D Render)
	7 W

	945GSE
	Calistoga
	82945GSE (GMCH)
	ICH7-M
	Q2, '08
	Intel Atom
	533/667 MHz
	DDR2 400/533
	2 GB
	Integrated GMA 950 graphics core (Max. 166 MHz 3D Render)
	6 W

	945GM/E
	Calistoga
	82945GM/E (GMCH)
	ICH7-M
	January 2006
	Core 2 Duo, Core Duo, Pentium Dual-Core, Core Solo, Celeron M
	533/667 MHz
	DDR2 400/533/667
	4 GB
	Integrated GMA 950 graphics core (Max. 250 MHz 3D Render)
	7 W

	945PM
	Calistoga
	82945PM (MCH)
	ICH7-M
	January 2006
	Core 2 Duo, Core Duo, Pentium Dual-Core, Core Solo, Celeron M
	533/667 MHz
	DDR2 400/533/667
	4 GB
	PCI-Express 16×
	7 W


[edit] Core 2 Chipsets
All Core 2 Duo chipsets support the Pentium Dual-Core and Celeron processors based on the Core architecture. Support for all NetBurst based processors was officially dropped starting with the P35 chipset family.[10]
	Chipset


	Code Name


	Part numbers


	South Bridge


	Release Date


	Processors


	Process support


	Hardware Virtualization support (Intel VT-d)[11]


	FSB


	Memory types


	Max. memory


	Parity/ECC


	Graphics



	945GC
	Lakeport-GC
	82945GC (MCH)
	ICH7/ICH7R/ICH7-DH
	2007.01
	Pentium 4, Pentium D, Celeron D, Core 2 Duo, Pentium Dual-Core, Atom
	Support for 45 nm
	No
	533/800 MHz
	DDR2 533/667
	2 GB
	No/No
	· 1 PCI-Express 16× 

· Integrated GMA 950 graphics 

	945GZ
	Lakeport-GZ
	82945GZ (GMCH)
	ICH7
	2005.06
	Pentium 4, Pentium D, Celeron D, Core 2 Duo, Pentium Dual-Core
	Support for 65 nm
	No
	533/800 MHz
	DDR2 400/533
	2 GB
	No/No
	Integrated GMA 950

	946PL
	Broadwater-PL
	82946PL (MCH)
	ICH7
	2006.07
	Pentium 4, Pentium D, Celeron D, Core 2 Duo, Pentium Dual-Core
	Support for 65 nm
	No
	533/800 MHz
	DDR2 533/667
	4 GB
	No/No
	PCI-Express 16×

	946GZ
	Broadwater-GZ
	82946GZ (GMCH)
	ICH7
	2006.07
	Pentium 4, Pentium D, Celeron D, Core 2 Duo, Pentium Dual-Core
	Support for 65 nm
	No
	533/800 MHz
	DDR2 533/667
	4 GB
	No/No
	· PCI-Express 16× 

· Integrated GMA 3000 

	975X
	Glenwood
	82975X (MCH)[12]
	ICH7/ICH7R/ICH7-DH
	2005.11
	Pentium D, Core 2 Quad, Core 2 Duo, Pentium Dual-Core
	Support for 65 nm
	No
	533/667/800/1066 MHz
	533/667/800
	8 GB
	Yes/Yes
	· 1 PCI-Express 16× 

· 2 PCI-Express 8× 

	P965
	Broadwater(P)
	82P965 (MCH)
	ICH8/ICH8R/ICH8-DH
	2006.06
	Pentium Dual-Core/Core 2 Quad/Core 2 Duo
	Support for 65 nm
	No
	533/800/1066 MHz
	DDR2 533/667/800
	8 GB
	No/No
	· PCI-Express 16× 

	G965
	Broadwater(GC)
	82G965 (GMCH)
	ICH8/ICH8R/ICH8-DH
	2006.06
	Pentium Dual-Core/Core 2 Duo
	Support for 65 nm
	No
	533/800/1066 MHz
	DDR2 533/667/800
	8 GB
	No/No
	· PCI-Express 16× 

· Integrated GMA X3000 graphics 

	Q965
	Broadwater(G)
	82Q965 (GMCH)
	ICH8/ICH8R/ICH8-DH
	2006.06
	Pentium Dual-Core/Core 2 Duo
	Support for 65 nm
	No
	533/800/1066 MHz
	DDR2 533/667/800
	8 GB
	No/No
	· PCI-Express 16× 

· Integrated GMA 3000 graphics 

· Supports ADD2 Card 

	P31
	Bearlake (P)
	82P31 (MCH)
	ICH7
	2007.08
	Pentium Dual-Core/Core 2 Quad/Core 2 Duo
	Support for 45 nm
	No
	800/1066 MHz
	DDR2 667/800
	4 GB
	No/No
	· 1 PCI-Express 16× 

· 1 PCI-Express 4× 

	P35
	Bearlake (P+)
	82P35 (MCH)
	ICH9/ICH9R/ICH9-DH
	2007.06
	Pentium Dual-Core/Core 2 Quad/Core 2 Duo
	Support for 45 nm
	No
	800/1066/1333 MHz
	DDR3 800/1066/1333
DDR2 667/800/1066
	8 GB
	No/No
	· 1 PCI-Express 16× 

· 1 PCI-Express 4× 

	G31
	Bearlake (G)
	82G31 (GMCH)
	ICH7
	2007.08
	Core 2 Quad/Core 2 Duo/Pentium Dual-Core
	Support for 45 nm
	No
	800/1066/1333 MHz
	DDR2 667/800
	4 GB
	No/No
	· 1 PCI-Express 16× 

· Integrated GMA 3100 graphics 

	G33
	Bearlake (G+)
	82G33 (GMCH)
	ICH9/ICH9R/ICH9-DH
	2007.06
	Pentium Dual-Core/Core 2 Quad/Core 2 Duo
	Support for 45 nm
	No
	800/1066/1333 MHz
	DDR2 667/800
	8 GB
	No/No
	Integrated GMA 3100 with:

· Intel Clear Video Technology 

	G35
	Bearlake[13]
	82G35 (GMCH)
	ICH8/ICH8R/ICH8-DH
	2007.08
	Pentium Dual-Core/Core 2 Quad/Core 2 Duo
	Support for 45 nm
	No
	800/1066/1333 MHz
	DDR2 667/800[14]
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	8 GB
	No/No
	Integrated GMA X3500 with:

· DX10 

· Intel Clear Video Technology 

	Q33
	Bearlake (QF)
	82Q33 (MCH)
	ICH9/ICH9R
	2007.06
	Pentium Dual-Core/Core 2 Quad/Core 2 Duo
	Support for 45 nm
	No
	800/1066/1333 MHz
	DDR2 667/800
	8 GB
	No/No
	

	Q35
	Bearlake (Q)
	82Q35 (MCH)
	ICH9/ICH9R/ICH9-DO
	2007.06
	Pentium Dual-Core/Core 2 Quad/Core 2 Duo
	Support for 45 nm
	Enabled
	800/1066/1333 MHz
	DDR2 667/800
	8 GB
	No/No
	

	X38
	Bearlake (X)
	82X38 (MCH)
	ICH9/ICH9R/ICH9-DH
	2007.09 [16]
	Core 2 Quad/Core 2 Duo/Core 2 Extreme
	Support for 45 nm
	Enabled (req. BIOS support)
	800/1066/1333 MHz[17]
	DDR3 800/1066/1333
DDR2 667/800/1066
	8 GB
	No/DDR2 only
	· 2 PCI-Express 16× 2.0 

	X48
	Bearlake (X)
	82X48 (MCH)
	ICH9/ICH9R/ICH9-DH
	2008.03
	Core 2 Quad/Core 2 Duo/Core 2 Extreme
	Support for 45 nm
	Enabled (req. BIOS support)
	1066/1333/1600 MHz
	DDR3 1066/1333/1600
DDR2 533/667/800/1066
	8 GB
	No/DDR2 only
	· 2 PCI-Express 16× 2.0 

	P43
	Eaglelake (P)
	82P43 (MCH)
	ICH10/ICH10R
	2008.06
	Core 2 Quad/Core 2 Duo
	Support for 45 nm
	No
	800/1066/1333 MHz
	DDR3 800/1066
DDR2 667/800
	16 GB
	No/No
	· 1 PCI-Express 16× 2.0 

	P45
	Eaglelake (P+)
	82P45 (MCH)
	ICH10/ICH10R
	2008.06
	Core 2 Quad/Core 2 Duo
	Support for 45 nm
	Enabled (req. BIOS support)
	800/1066/1333 MHz
	DDR3 800/1066/1333
DDR2 667/800/1066
	16 GB
	No/No
	· 1 PCI-Express 16× 2.0 

· 2 PCI-Express 8× 2.0 

	G41
	Eaglelake (G)
	82G43 (GMCH)
	ICH7
	2008.09
	Core 2 Quad/Core 2 Duo
	Support for 45 nm
	No
	800/1066/1333 MHz
	DDR3 800/1066
DDR2 667/800
	8 GB
	No/No
	· 1 PCI-Express 16× 

· Integrated GMA X4500 graphics 

	G43
	Eaglelake (G)
	82G43 (GMCH)
	ICH10/ICH10R
	2008.06
	Core 2 Quad/Core 2 Duo
	Support for 45 nm
	No
	800/1066/1333 MHz
	DDR3 800/1066
DDR2 667/800
	16 GB
	No/No
	· 1 PCI-Express 16× 2.0 

· Integrated GMA X4500 graphics 

	G45
	Eaglelake (G+)
	82G45 (GMCH)
	ICH10/ICH10R
	2008.06
	Core 2 Quad/Core 2 Duo
	Support for 45 nm
	No
	800/1066/1333 MHz
	DDR3 800/1066
DDR2 667/800[18]
	16 GB
	No/No
	· 1 PCI-Express 16× 2.0 

· Integrated GMA X4500HD graphics 

	B43
	Eaglelake (B)
	82B43 (GMCH)
	ICH10D
	2008.12
	Core 2 Quad/Core 2 Duo
	Support for 45 nm
	Enabled (req. BIOS support)
	800/1066/1333 MHz
	DDR3 800/1066
DDR2 667/800
	16 GB
	No/No
	· 1 PCI-Express 16× 2.0 

· Integrated GMA X4500 graphics 

	Q43
	Eaglelake (Q)
	82Q43 (GMCH)
	ICH10/ICH10R/ICH10D
	2008.08
	Core 2 Quad/Core 2 Duo
	Support for 45 nm
	Enabled (req. BIOS support)
	800/1066/1333 MHz
	DDR3 800/1066
DDR2 667/800[19]
	16 GB
	No/No
	· 1 PCI-Express 16× 2.0 

· Integrated GMA X4500 graphics 

	Q45
	Eaglelake (Q)
	82Q45 (GMCH)
	ICH10/ICH10R/ICH10-DO
	2008.08
	Core 2 Quad/Core 2 Duo
	Support for 45 nm
	Enabled
	800/1066/1333 MHz
	DDR3 800/1066
DDR2 667/800[20]
	16 GB
	No/No
	· 1 PCI-Express 16× 2.0 

· Integrated GMA X4500[21] graphics 


Summary:

· 975X (Glenwood) 

· Update of 955, with support for ATI Crossfire Dual Graphics solutions and 65 nm processors, including Core 2 Duo. 

· P965 (Broadwater) 

· Update on 945P, no native PATA support, improved memory controller with support for DDR-II at 800 MHz and formal Core 2 Duo support. 

· G965 (BroadwaterG) 

· A version of P965 that has a GMA X3000 integrated graphics core. 

· Q965 (Broadwater) 

· Expected G965 intended for Intel's vPro office computing brand, with GMA 3000 instead of GMA X3000. Supports an ADD2 card to add a second display. 

· Sub-versions: 

· Q963 - Q965 without an external graphics interface or support for ADD2. 

· P35 (Bearlake) 

· The P35 chipset provides updated support for the new Core 2 Duo E6550, E6750, E6800, and E6850. Processors with a number ending in "50" have a 1333 MT/s FSB. Support for all NetBurst based chips is dropped with this chipset.[10] 

· G33 (BearlakeG) 

· A version of P35 with a GMA 3100 integrated graphics core. 

[edit] Core 2 Mobile Chipsets
	Chipset
	Code name
	Part numbers
	South bridge
	Release date
	Processors supported (official)
	FSB
	Memory types
	Max. memory
	Graphics
	TDP

	GL960
	Crestline
	82960GL (GMCH)
	ICH8-M
	May 2007
	Celeron M, Pentium Dual-Core
	533  MHz
	DDR2 533/667
	3 GB
	Integrated GMA X3100 graphics core (Max. 400 MHz 3D Render)
	13.5 W

	GM965
	Crestline
	82965GM (GMCH)
	ICH8-M
	May 2007
	Core 2 Duo
	533/667/800 MHz
	DDR2 533/667
	8 GB
	Integrated GMA X3100 graphics core (Max. 500 MHz 3D Render)
	13.5 W

	PM965
	Crestline
	82965PM (MCH)
	ICH8-M
	May 2007
	Core 2 Duo
	533/667/800 MHz
	DDR2 533/667
	8 GB
	PCI-Express 16×
	8 W

	GL40
	Cantiga
	82GL40 (GMCH)
	ICH9-M
	Sep 2008
	Core 2 Duo, Celeron, Celeron M, Pentium Dual-Core
	667/800 MHz
	DDR2 667/800, DDR3 667/800
	4 GB
	Integrated GMA X4500HD graphics core (Max. 400 MHz 3D Render)
	12 W

	GS45
	Cantiga
	82GS45 (GMCH)
	ICH9-M
	Sep 2008
	Core 2 Duo, Core 2 Extreme, Celeron M
	800/1066 MHz
	DDR2 667/800, DDR3 667/800/1066
	8 GB
	Integrated GMA X4500HD graphics core (Max. 533 MHz 3D Render)
	12 W

	GM45
	Cantiga
	82GM45 (GMCH)
	ICH9-M
	Sep 2008
	Core 2 Duo, Core 2 Extreme, Celeron M
	667/800/1066 MHz
	DDR2 667/800, DDR3 667/800/1066
	8 GB
	Integrated GMA X4500HD graphics core (Max. 533 MHz 3D Render)
	12 W

	PM45
	Cantiga
	82PM45 (MCH)
	ICH9-M
	Sep 2008
	Core 2 Duo, Core 2 Extreme
	667/800/1066 MHz
	DDR2 667/800, DDR3 667/800/1066
	8 GB
	PCI-Express 16×
	7 W


[edit] Southbridge 9xx and 3/4 Series Chipsets
Main article: I/O Controller Hub
	Chipset
	Part Number
	ATA
	SATA
	RAID Level
	USB

	ICH6
	82801FB
	UDMA 100/66/33
	SATA 1.5 Gbit/s, 4 Ports
	No
	Rev 2.0, 6 Ports

	ICH6R
	82801FR
	UDMA 100/66/33
	SATA 1.5 Gbit/s, 4 Ports
	RAID0, RAID1, Matrix RAID
	Rev 2.0, 6 Ports

	ICH6-M
	82801FBM
	UDMA 100/66/33
	SATA 1.5 Gbit/s, 2 Ports
	No
	Rev 2.0, 4 Ports

	ICH7
	82801GB
	UDMA 100/66/33
	SATA 3.0 Gbit/s, 4 Ports
	No
	Rev 2.0, 8 Ports

	ICH7R
	82801GR
	UDMA 100/66/33
	SATA 3.0 Gbit/s, 4 Ports
	RAID0, RAID1, RAID5, RAID10, Matrix RAID
	Rev 2.0, 8 Ports

	ICH7DH
	82801GDH
	UDMA 100/66/33
	SATA 3.0 Gbit/s, 4 Ports
	RAID0, RAID1, Matrix RAID
	Rev 2.0, 8 Ports

	ICH7-M
	82801GBM
	UDMA 100/66/33
	SATA 3.0 Gbit/s, 2 Ports
	No
	Rev 2.0, 4 Ports

	ICH7-M DH
	82801GHM
	UDMA 100/66/33
	SATA 3.0 Gbit/s, 4 Ports
	RAID0, RAID1, Matrix RAID
	Rev 2.0, 4 Ports

	ICH8
	82801HB
	No
	SATA 3.0 Gbit/s, 4 Ports
	No
	Rev 2.0, 10 Ports

	ICH8R
	82801HR
	No
	SATA 3.0 Gbit/s, 6 Ports
	RAID0, RAID1, RAID5, RAID10, Matrix RAID
	Rev 2.0, 10 Ports

	ICH8DH
	82801HDH
	No
	SATA 3.0 Gbit/s, 6 Ports
	RAID0, RAID1, RAID5, RAID10, Matrix RAID
	Rev 2.0, 10 Ports

	ICH8DO
	82801HDO
	No
	SATA 3.0 Gbit/s, 6 Ports
	RAID0, RAID1, RAID5, RAID10, Matrix RAID
	Rev 2.0, 10 Ports

	ICH8M
	82801HBM
	UDMA 100/66/33
	SATA 3.0 Gbit/s, 3 Ports
	No
	Rev 2.0, 10 Ports

	ICH8M-E
	82801HEM
	UDMA 100/66/33
	SATA 3.0 Gbit/s, 3 Ports
	RAID0, RAID1, Matrix RAID
	Rev 2.0, 10 Ports

	ICH9
	82801IB
	No
	SATA 3.0 Gbit/s, 4 Ports
	No
	Rev 2.0, 12 Ports

	ICH9R
	82801IR
	No
	SATA 3.0 Gbit/s, 6 Ports
	RAID0, RAID1, RAID5, RAID10, Matrix RAID
	Rev 2.0, 12 Ports

	ICH9DH
	82801IH
	No
	SATA 3.0 Gbit/s, 6 Ports
	RAID0, RAID1, RAID5, RAID10, Matrix RAID
	Rev 2.0, 12 Ports

	ICH9DO
	82801IO
	No
	SATA 3.0 Gbit/s, 6 Ports
	RAID0, RAID1, RAID5, RAID10, Matrix RAID
	Rev 2.0, 12 Ports

	ICH9M
	82801IBM
	No
	SATA 3.0 Gbit/s, 4 Ports
	No
	Rev 2.0, 8 Ports

	ICH9M-E
	82801IEM
	No
	SATA 3.0 Gbit/s, 4 Ports
	RAID0, RAID1, Matrix RAID
	Rev 2.0, 8 Ports

	ICH10
	82801JB
	No
	SATA 3.0 Gbit/s, 6 Ports
	No
	Rev 2.0, 12 Ports

	ICH10R
	82801JR
	No
	SATA 3.0 Gbit/s, 6 Ports
	RAID0, RAID1, RAID5, RAID10, Matrix RAID
	Rev 2.0, 12 Ports

	ICH10D
	82801JH
	No
	SATA 3.0 Gbit/s, 6 Ports
	RAID0, RAID1, RAID5, RAID10, Matrix RAID
	Rev 2.0, 12 Ports

	ICH10DO
	82801JO
	No
	SATA 3.0 Gbit/s, 6 Ports
	RAID0, RAID1, RAID5, RAID10, Matrix RAID
	Rev 2.0, 12 Ports

	ICH10M
	82801JBM
	No
	SATA 3.0 Gbit/s, 4 Ports
	No
	Rev 2.0, 8 Ports

	ICH10M-E
	82801JEM
	No
	SATA 3.0 Gbit/s, 6 Ports
	RAID0, RAID1, Matrix RAID
	Rev 2.0, 8 Ports


[edit] 5/6 Series Chipsets
[edit] Core i Series Chipsets
The Nehalem architecture, which is the basis of the Core i7 brand and projected additional brands, moves the memory controller onto the processor. For high-end Nehalem processors, the X58 IOH acts as a bridge from the QPI to PCI-Express peripherals and DMI to the ICH10 southbridge. For low-end Nehalems, the integrated memory controller (IMC) is an entire northbridge (some even having GPUs), and the PCH acts as a southbridge. There is currently no ECC support.

	Chipset
	Code Name
	Part numbers
	Release Date
	CPU socket
	Bus Interface
	Bus Speed
	PCI Express lanes
	PCI
	SATA
	USB
	FDI support

	X581
	Tylersburg
	82X58 (IOH)
	Nov 2008
	LGA1366
	QPI
	6.4 GT/s
	36 PCI-E 2.0
	Yes
	SATA 3.0 Gbit/s, 6 Ports
	Rev 2.0, 12 Ports
	No

	P55
	Ibex Peak
	BD82P55 (PCH)
	Sep 2009
	LGA1156
	DMI
	2 GB/s
	8 PCI-E 2.0
	Yes
	SATA 3.0 Gbit/s, 6 Ports
	Rev 2.0, 14 Ports
	No

	H55
	Ibex Peak
	BD82H55 (PCH)
	Jan 2010
	LGA1156
	DMI
	2 GB/s
	6 PCI-E 2.0
	Yes
	SATA 3.0 Gbit/s, 6 Ports
	Rev 2.0, 12 Ports
	Yes

	H57
	Ibex Peak
	BD82H57 (PCH)
	Jan 2010
	LGA1156
	DMI
	2 GB/s
	8 PCI-E 2.0
	Yes
	SATA 3.0 Gbit/s, 6 Ports
	Rev 2.0, 14 Ports
	Yes

	Q57
	Ibex Peak
	BD82Q57 (PCH)
	Jan 2010
	LGA1156
	DMI
	2 GB/s
	8 PCI-E 2.0
	Yes
	SATA 3.0 Gbit/s, 6 Ports
	Rev 2.0, 14 Ports
	Yes

	P67
	Cougar Point
	
	
	LGA1155
	DMI 2.0
	4 GB/s
	8 PCI-E 2.0
	No
	6 Gbit/s, 2 Ports & 3 Gbit/s, 4 Ports
	Rev 2.0, 14 Ports
	No

	H67
	Cougar Point
	
	
	LGA1155
	DMI 2.0
	4 GB/s
	8 PCI-E 2.0
	No
	6 Gbit/s, 2 Ports & 3 Gbit/s, 4 Ports
	Rev 2.0, 14 Ports
	Yes

	Q67
	Cougar Point
	
	
	LGA1155
	DMI 2.0
	4 GB/s
	8 PCI-E 2.0
	Yes
	6 Gbit/s, 2 Ports & 3 Gbit/s, 4 Ports
	Rev 2.0, 14 Ports
	Yes

	Q65
	Cougar Point
	
	
	LGA1155
	DMI 2.0
	4 GB/s
	8 PCI-E 2.0
	Yes
	6 Gbit/s, 1 Port & 3 Gbit/s, 5 Ports
	Rev 2.0, 14 Ports
	Yes

	B65
	Cougar Point
	
	
	LGA1155
	DMI 2.0
	4 GB/s
	8 PCI-E 2.0
	Yes
	6 Gbit/s, 1 Port & 3 Gbit/s, 5 Ports
	Rev 2.0, 12 Ports
	Yes


· 1 X58 South Bridge is ICH10/ICH10R. 

[edit] Core i Series Mobile Chipsets
All Core i series mobile chipsets are integrated south bridge.

	Chipset
	Code Name
	Part numbers
	Release Date
	Processors
	Process support
	Bus Interface
	Bus Speed
	PCI Express lanes
	SATA
	USB
	TDP

	PM55
	Ibex Peak-M
	BD82PM55 (PCH)[22]
	Sep 2009
	Core i3/i5/i7 Mobile
	45 nm, 32 nm
	DMI
	2 GB/s
	8 PCI-E 2.0
	SATA 3.0 Gbit/s, 6 Ports
	Rev 2.0, 14 Ports
	3.5 W

	HM55
	Ibex Peak-M
	BD82HM55 (PCH)[23]
	Jan 2010
	Core i3/i5/i7 Mobile
	45 nm, 32 nm
	DMI
	2 GB/s
	6 PCI-E 2.0
	SATA 3.0 Gbit/s, 4 Ports
	Rev 2.0, 12 Ports
	3.5 W

	HM57
	Ibex Peak-M
	BD82HM57 (PCH)[24]
	Jan 2010
	Core i3/i5/i7 Mobile
	45 nm, 32 nm
	DMI
	2 GB/s
	8 PCI-E 2.0
	SATA 3.0 Gbit/s, 6 Ports
	Rev 2.0, 14 Ports
	3.5 W

	QM57
	Ibex Peak-M
	BD82QM57 (PCH)[25]
	Jan 2010
	Core i3/i5/i7 Mobile
	45 nm, 32 nm
	DMI
	2 GB/s
	8 PCI-E 2.0
	SATA 3.0 Gbit/s, 6 Ports
	Rev 2.0, 14 Ports
	3.5 W

	QS57
	Ibex Peak-M
	BD82QS57 (PCH)[26]
	Jan 2010
	Core i3/i5/i7 Mobile
	45 nm, 32 nm
	DMI
	2 GB/s
	8 PCI-E 2.0
	SATA 3.0 Gbit/s, 6 Ports
	Rev 2.0, 14 Ports
	3.4 W


Notes
Note 1: The Pentium Pro, Pentium II/III, and the Celerons based on them are essentially the same design with minor internal revisions and varying cache designs. Because of this, the same chipset can be used for Socket 8, Socket 370, Slot 1, or Slot 2 designs with any CPU in the P6 family. In practice however, newer chipset designs are usually only made for the newer processor packages, and older ones may not be updated to accommodate for recent package designs. In addition, certain chipsets may be implemented in motherboards with different processor packages, much like how the 440FX could be used either with a Pentium Pro (Socket 8) or Pentium II (Slot 1). A new feature for the latest Intel chipsets is hardware virtualization support (Intel VT-d).[27] The chipset support for this technology is not very clear for the moment.[28]
Note 2: The Intel 82943GML mobile chipset unofficially supports Core Duo, Core 2 Duo, and Pentium Dual Core processors as well as 667 MHz FSB, which is a popular upgrade for many older notebook computers such as certain models of Acer Aspire 3680.
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This is a comparison of chipsets sold under the brand AMD, manufactured before May 2004 by the company itself, before the adoption of open platform approach as well as chipsets manufactured by ATI Technologies (ATI) after July 2006 as the completion of the ATI acquisition.
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[edit] Comparison of Northbridges
	Codename
	Model
	Release
Date
	Processors Supported
	Fabrication
process (nm)
	Max FSB/HT
Frequency (MHz)
	CrossFire
Enabled
	Features
	Southbridge
	NB-SB Interface
	Notes

	AMD-640
	AMD-640 chipset
	
	K6, K6-2,
K6-3,K6-2+
(Super 7)

(supported Cyrix 6x86, Cyrix MII)
	
	100 (FSB)
	No
	
	AMD-645
	
	AMD licensed VIAs
Apollo VP2/97

	AMD-751
	AMD-750 chipset
	1999
	Athlon, Duron
(Slot A, Socket A),
Alpha 21264
	
	200 (FSB)
	No
	AGP 2x
	AMD-756, VIA-VT82C686A
	
	SDRAM
Chipset family name "Irongate".
Early steppings had issues over AGP 2x, drivers often limit to AGP 1x which was later fixed with "super bypass" memory access adjustment.[1]

	AMD-761
	AMD-760 chipset
	November 2000
	Athlon, Athlon XP ,Duron
(Socket A),
Alpha 21264
	
	266 (FSB)
	No
	AGP 4x
	AMD-766, VIA-VT82C686B
	
	DDR SDRAM

	AMD-762
	AMD-760MP chipset
	May 2001
	Athlon MP
	
	
	No
	AGP 4x
	AMD-766
	
	

	
	AMD-760MPX chipset
	May 2001
	Athlon MP
	
	
	No
	AGP 4x, Hardware RNG
	AMD-768
	
	Most initial boards shipped without USB headers due to a fault with the integrated USB controller found too late to fix. Manufactures included PCI USB cards to cover this shortcoming. A later refresh of the chipset had the USB problem remedied.

	AMD-8111
	AMD-8000 series chipset
	April 2004
	Opteron
	
	800 BI-DIRECTIONAL
	No
	Hardware RNG
	AMD-8131, AMD-8132
	
	

	RD480
	AMD 480X chipset/
(previously CrossFire Xpress 1600)
	October 2006
	Athlon 64 family,
Sempron
	110
	1000 BI-DIRECTIONAL
	Yes, x8+x8
	
	SB600, ULi-M1575
	A-Link Express II
	

	RD570
	AMD 570X/550X chipset/
(previously CrossFire Xpress 3100)
	June 2007
	Phenom family [2],
Athlon 64 family,
Sempron
	
	1000 BI-DIRECTIONAL
	Yes, x16+x8
	
	SB600
	A-Link Express II
	

	RD580
	AMD 580X chipset/
(previously CrossFire Xpress 3200)
	October 2006
	Phenom family,
Athlon 64 family,
Sempron
	
	1000 BI-DIRECTIONAL
	Yes, x16+x16
	
	SB600
	A-Link Express II
	

	RS690C
	AMD 690V chipset
	February 2007
	Athlon 64 family,
Sempron
	80
	1000 BI-DIRECTIONAL
	No
	Radeon X700 IGP
(Radeon X1200, 350 MHz),
AVIVO,
HDCP, no LVDS (DVI and HDMI)
	SB600
	A-Link Express II
	

	RS690
	AMD 690G chipset
	February 2007
	Phenom family,
Athlon 64 family,
Sempron
	80
	1000 BI-DIRECTIONAL
	No
	Radeon X700 IGP
(Radeon X1250, 400 MHz),
AVIVO,
HDMI with HDCP
	SB600
	A-Link Express II
	

	RS690MC
	AMD M690V chipset
	February 2007
	Turion 64 X2,
Athlon 64 X2 mobile
	80
	800 BI-DIRECTIONAL
	No
	Radeon X700 IGP
(Radeon X1200, 350 MHz), AVIVO, HDCP, no LVDS (DVI and HDMI)
	SB600
	A-Link Express II
	Mobile chipset
Powerplay 7.0

	RS690M
	AMD M690 chipset
	February 2007
	Turion 64 X2,
Athlon 64 X2 mobile
	80
	800 BI-DIRECTIONAL
	No
	Radeon X700 IGP
(Radeon X1250, 350 MHz), AVIVO, HDCP, no HDMI
	SB600
	A-Link Express II
	Mobile chipset
Powerplay 7.0

	RS690T
	AMD M690T chipset
	February 2007
	Turion 64 X2,
Athlon 64 X2 mobile
	80
	800 BI-DIRECTIONAL
	No
	Radeon X700 IGP
(Radeon X1270, 400 MHz), AVIVO, HDMI with HDCP
	SB600
	A-Link Express II
	Mobile chipset
Powerplay 7.0

	RX740
	AMD 740 chipset
	2008
	Athlon 64 family,
Phenom family,
Sempron
	55
	1000 BI-DIRECTIONAL
	No
	Single PCI-E x16
	SB600, SB700, SB750
	A-Link Express II
	

	RS740
	AMD 740G chipset
	2008
	Athlon 64 family,
Phenom family,
Sempron
	55
	1000 BI-DIRECTIONAL
	No
	DirectX 9 IGP, HDMI with HDCP
	SB600, SB700, SB750
	A-Link Express II
	

	RS780L
	AMD 760G chipset
	2009
	Athlon 64 family,
Phenom family,
Sempron
	55
	2600 BI-DIRECTIONAL
	No
	DirectX 10 IGP
	SB710
	A-Link Express II
	

	RX780
	AMD 770 chipset
	2008
	Athlon 64 family,
Phenom family,
Sempron
	65
	2600 BI-DIRECTIONAL
	Yes , x16+x4
	External PCIe cabling,
Single PCI-E x16
	SB600, SB700, SB710, SB750
	A-Link Express II
	

	RS780
	AMD 780G chipset
	2008
	Athlon 64 family,
Phenom family,
Sempron
	55
	2600 BI-DIRECTIONAL
	Yes
	DirectX 10 IGP, HDCP with HDMI, DisplayPort with DPCP
	SB700, SB710, SB750
	A-Link Express II
	

	RS780M
	AMD M780G chipset
	2008
	Turion X2,
Turion Ultra
	55
	2600 BI-DIRECTIONAL
	Yes, PowerXpress
AXIOM/MXM Module(s)
	DirectX 10 IGP, HDCP with HDMI, Displayport, DVI & VGA
	SB700
	A-Link Express II
	Mobile Chipset, Puma Platform
PowerXpress

	RS780D
	AMD 790GX chipset
	2008
	Athlon 64 family,
Phenom family,
Sempron
	55
	2600 BI-DIRECTIONAL
	Yes [3]
	DirectX 10 IGP, HDCP with HDMI, DisplayPort with DPCP
	SB750
	A-Link Express II
	

	RD780
	AMD 790X chipset
	2008
	Athlon 64 family,
Phenom family,
Sempron
	65
	2600 BI-DIRECTIONAL
	Yes, x16+x8
	
	SB600, SB700, SB750, SB850
	A-Link Express II
	

	RD790
	AMD 790FX chipset
	November 2007
	Athlon 64 family,
Phenom family,
Sempron
	65
	2600 BI-DIRECTIONAL
	Yes, CrossFire X
(dual x16
or quad x8)
	
	SB600, SB750
	A-Link Express II
	Support for AMD Quad FX platform (FASN8),
dual socket enthusiast platform
with NUMA, single socket variant available
720 pin FC-BGA package running at 1.1 V

	RS880
	AMD 785G chipset
	2009
	Athlon 64 family,
Phenom family,
Sempron
	55
	2600 BI-DIRECTIONAL
	Yes, x8+x8
	HT3.0, DX10.1, UVD 2.0, PCIe 2.0,
DP, HDMI, DVI, VGA
	SB710, SB750, SB810, SB850
	A-Link Express II
	11 W Power Consumption (500 MHz) (3 W in PowerPlay)

	RS880D
	AMD 800 chipset series
	2nd quarter, 2010[4]
	Athlon 64 family,
Phenom family,
Sempron
	55
	2600 BI-DIRECTIONAL
	Yes, x8+x8
	HT3.0, DX10.1, UVD 2.0, PCIe 2.0,
DP, HDMI, DVI, VGA
	SB710, SB750, SB810, SB850
	A-Link Express II
	22 W TDP (700 MHz)

	RD890
	AMD 800 chipset series
	March 2010
	Athlon 64 family,
Phenom family,
Sempron
	55
	2600 BI-DIRECTIONAL
	Yes, x16+x16 or x8 quad
	HT3.0, UVD 2.0, PCIe 2.0
	SB710, SB750, SB810, SB850
	A-Link Express III
	18 W TDP

	Codename
	Model
	Release
Date
	Processors Supported
	Fabrication
process (nm)
	Max FSB/HT
Frequency (MHz)
	CrossFire
Enabled
	Features
	Southbridge
	NB-SB Interface
	Notes


Note 1: A-Link Express and A-Link Express II are essentially PCI-Express x4 lanes.

Note 2: For the comparison of chipsets sold under the ATI brand for AMD processors, before the completion of the acquisition of ATI, please see Comparison of ATI Chipsets.

Note 3: A-Link Express III is essentially PCI-Express 2.0 x4 lanes giving 2 GB/s bandwidth.

[edit] Comparison of Southbridges
	Codename
	Model
	Year
	Fab process (nm)
	SATA Ports
	USB Ports
	Audio
	IDE Channels
(2 Devices/Channel)
	RAID Level
	Notes

	AMD-645
	AMD 640 Chipset
	
	
	
	
	
	2 ATA/33
	No
	

	AMD-756
	AMD 750 Chipset
	1999
	
	
	4 USB 1.1
	
	2 ATA/66
	No
	

	AMD-766
	AMD 760 Chipset
	2001
	
	
	4 USB 1.1
	
	2 ATA/100
	No
	

	AMD-768
	AMD 760MPX Chipset
	2001
	
	
	4 USB 1.1
	AC97
	2 ATA/100
	No
	

	Geode CS5530
	Geode GX1
	
	
	
	
	AC97
	ATA/33
	No
	National Semiconductor
release

	Geode CS5530A
	Geode GXm
Geode GXLV
	
	
	
	
	AC97
	ATA/33
	No
	National Semiconductor
release

	Geode CS5535
	Geode GX
	
	
	
	4 USB 1.1
	AC97
	2 ATA/66
	No
	

	Geode CS5536
	Geode LX
	
	
	
	4 USB 2.0
	AC97
	2 ATA/100
	No
	

	AMD-8131
	AMD 8111
nForce Professional
ULi-1563
	2004
	
	
	
	
	
	No
	PCI-X

	AMD-8132
	AMD 8111
nForce Professional
ULi-1563
	2004
	
	
	
	
	
	No
	PCI-X 2.0

	AMD-8151
	AMD-8131
	2004
	
	
	
	
	
	No
	AGP 8X

	SB600
	AMD 480/570/580/690
CrossFire Chipset
	2006
	130
	4 x 3Gb/s
	10 USB 2.0
	HD
	1 ATA/133
	RAID 0,1,10
	eSATA, ASF 2.0
549 pin FC-BGA package

	SB700
	AMD 700 chipset series
	2007
	130
	6 x 3Gb/s
AHCI 1.1
	12 USB 2.0
2 USB 1.1
	HD
	1 ATA/133
	RAID 0,1,10
	eSATA, DASH 1.0

	SB700S
	AMD 700S chipset series
	2008
	130
	6 x 3Gb/s
AHCI 1.1
	12 USB 2.0
2 USB 1.1
	HD
	1 ATA/133
	RAID 0,1,10
	eSATA, DASH 1.0
Server southbridge

	SB710
	AMD 700 chipset series
	2008
	130
	6 x 3Gb/s
AHCI 1.1
	12 USB 2.0
2 USB 1.1
	HD
	1 ATA/133
	RAID 0,1,10
	eSATA, DASH 1.0

	SB750
	AMD 700 chipset series
	2008
	130
	6 x 3Gb/s
AHCI 1.1
	12 USB 2.0
2 USB 1.1
	HD
	1 ATA/133
	RAID 0,1,5,10
	eSATA, DASH 1.0

	SB810
	AMD 800 chipset series
	2010
	65
	6 x 3Gb/s
AHCI 1.1
	14 USB 2.0
2 USB 1.1
	HD
	No
	RAID 0,1,10
	Gb Ethernet, 4W TDP

	SB850
	AMD 800 chipset series
	2010
	65
	6 x 6Gb/s
AHCI 1.2
	14 USB 2.0
2 USB 1.1
	HD
	No
	RAID 0,1,5,10
	Gb Ethernet, 4W TDP

	Fusion SB
	
	2011
	
	
	
	
	
	
	


[edit] See also
· Comparison of ATI chipsets 

· List of Intel chipsets 

· Comparison of Nvidia chipsets 

· VIA chipsets 

· AMD 700 chipset series 
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[edit] For AMD processors
[edit] Comparison of Northbridges
	Codename
	Model
	Year
	Processors Supported
	Fabrication
process (nm)
	Max FSB/HT
Frequency (MHz)
	Crossfire
Enabled
	Features
	Southbridge
	NB-SB Interface
	Notes

	ATI A3
	IGP 320
	2002
	Athlon,
Duron
	180
	266/200 (FSB)
	No
	Radeon VE IGP
(Radeon 7000, 160 MHz), AGP 4x
	IXP200, IXP250
VIA-VT82C686B
	
	

	
	IGP 320M
	2002
	Athlon 4,
Athlon XP-M
	180
	266/200 (FSB)
	No
	Radeon VE IGP
(Radeon 7000, 160 MHz), AGP 4x
	IXP200, IXP250
VIA-VT82C686B
	
	Mobile chipset
powerplay 3.0

	RS380
	ATI Radeon 380 IGP
	
	Athlon 64,
Sempron
(Socket 754)
	150
	800? BI-DIRECTIONAL
	No
	Radeon 9000
IGP, AGP 8x
	SB300C, SB380, SB210
(IXP200/250)
	
	

	RX380
	
	
	Athlon 64
Sempron
(Socket754)
	150
	800? BI-DIRECTIONAL
	No
	AGP 8x
	SB300C, SB380, SB210
(IXP200/250)
	
	

	RS380M
	ATI Radeon 380M IGP
	
	Mobile Athlon 64,
Mobile Sempron,
Turion 64
	150
	800 BI-DIRECTIONAL
	No
	Radeon 9000
IGP, AGP 8x
	
	
	Mobile chipset
powerplay 4.0

	RS480
	ATI Radeon Xpress 200
	Nov 8 2004
	Athlon 64,
Athlon 64 FX,
Athlon 64 X2,
Sempron
	130
	1000 BI-DIRECTIONAL
	No
	Radeon X300 graphics core
300 MHz
	SB400, SB450, SB460, ULi M1573
	A-Link Express
	

	RX480
	ATI Radeon Xpress 200P
	Nov 8 2004
	Athlon 64,
Athlon 64 FX,
Athlon 64 X2,
Sempron
	130
	1000 BI-DIRECTIONAL
	No
	
	SB400, SB450, SB460, ULi M1573
	A-Link Express
	

	RS480M
	ATI Radeon Xpress 200M
(1100/1150)
	Nov 8 2004
	Mobile Athlon 64, Mobile Sempron, Turion 64, Athlon 64
	130
	800 BI-DIRECTIONAL
	No
	Radeon X300 IGP
(Xpress 1100, 300 MHz/
Xpress 1150, 400 MHz)
	
	
	Mobile chipset
powerplay 5.0

	RS482
	ATI Radeon Xpress 1100
(ATI Radeon Xpress 200)
	2005
	Athlon 64, Athlon 64 FX,
Athlon 64 X2, Sempron
	110
	1000 BI-DIRECTIONAL
	No
	Radeon X300
IGP, 300 MHz
	SB450, SB460, ULi M1575
	A-Link Express II
	No sideport memory

	RS485
	ATI Radeon Xpress 1150
(ATI Radeon Xpress 200)
	May 23, 2006
	Athlon 64, Athlon 64 FX,
Athlon 64 X2, Sempron
	110
	1000 BI-DIRECTIONAL
	No
	Radeon X300
IGP, 400 MHz
	SB450, SB460, SB600, ULi M1575
	A-Link Express II
	

	RD480
	ATI CrossFire Xpress 1600
(ATI Radeon Xpress 200 Crossfire Edition)
	Sep 27 2005
	Athlon 64,
Athlon 64 FX,
Athlon 64 X2,
Sempron
	110
	1000 BI-DIRECTIONAL
	Yes,
x8
	
	SB600,
ULi M1575
	A-Link Express II
	

	RD580
	ATI Radeon Xpress 3200
	March 1, 2006
	Athlon 64,
Athlon 64 FX,
Athlon 64 X2,
Sempron
	110
	1000 BI-DIRECTIONAL
	Yes,
x16
	
	SB600
	A-Link Express II
	


Note 1: A-Link Express and A-Link Express II is essentially PCI-Express x4 lanes, so that any PCI Express capable southbridge can be used (such as ULI M1573/M1575).

Note 2: For the comparison of chipsets sold under the AMD brand for AMD processors, after the completion of the acquisition of ATI, please see Comparison of AMD Chipsets.

[edit] Comparison of Southbridges
	Codename
	Model
	Year
	Fabrication
process (nm)
	SATA Ports
	USB Ports
	Audio
	IDE Channels
(2 Devices/Channel)
	Notes

	IXP200
	Radeon 320 IGP
	
	
	0
	6
	AC'97
	2
	3Com 10/100 Ethernet

	SB300C
	
	2003
	
	1 (SATA 150Mb/s)
	6
	AC'97
	2 (ATA133)
	10/100 Ethernet, APM

	IXP380/SB380
	
	2003
	
	1 (SATA 150Mb/s)
	6 (USB 2.0)
	AC'97
	2 (ATA 133)
	10/100 Ethernet, APM,
8-bit HyperTransport links

	IXP400/SB400
	Radeon Xpress 200
Radeon Xpress 1150
	2004
	
	4
	8
	AC'97
	2
	

	IXP450/SB450
	Radeon Xpress 200
Radeon Xpress 1150
	2004
	
	4
	8
	HD
	2 (UDMA 100/133)
	RAID 0 and 1

	IXP460/SB460
	Radeon Xpress 1600
Radeon Xpress 1150
	2004
	
	4
	8
	HD
	1
	

	SB600
	AMD 480/570/580
CrossFire Chipset
	2006
	130
	4
	10
	HD
	1 (ATA 133)
	RAID 0, 1, 10
eSATA, ASF 2.0


Note 1: For the comparison of chipsets sold under the AMD brand for AMD processors, after the completion of the acquisition of ATI, please see Comparison of AMD chipsets.

[edit] For Intel processors
[edit] Comparison of Northbridges
	Codename
	Model
	Year
	Processors Supported
	Fabrication
process (nm)
	Max FSB
Frequency (MT/s)
	Crossfire
Enabled
	Features
	Southbridge
	NB-SB Interface
	Notes

	RS200
	IGP 330
	2002
	Pentium 4
(Northwood,
Prescott)
	180 nm
	FSB400
	No, AGP 4x
	Radeon VE (7000)
IGP, 150 MHz
	IXP200, IXP250, VIA-VT82C686B
	
	Single Channel Memory

	
	IGP 340
	2002
	Pentium 4
(Northwood,
Prescott)
	180 nm
	FSB533
	No, AGP 4x
	Radeon VE (7000)
IGP, 183 MHz
	IXP200, IXP250, VIA-VT82C686B
	
	Dual Channel Memory

	
	IGP 340M
	2002
	Pentium 4-M
	180 nm
	FSB400
	No, AGP 4x
	Radeon VE (7000)
IGP, 183 MHz
	IXP200, IXP250, VIA-VT82C686B
	
	

	RS350
	ATI Radeon 9100 PRO IGP
	
	
	
	800
	No, AGP 8x
	Radeon 9100 IGP
	IXP150, IXP200, IXP300
	
	Dual Channel Memory

	RC350
	ATI Radeon 9000 PRO IGP
	
	
	
	800
	No, AGP 8x
	Radeon 9000 IGP
	IXP150, ,IXP200, IXP300
	
	Single Channel Memory

	RX330
	
	
	
	
	800
	No, AGP 8x
	As RS350 without IGP
	IXP150, IXP200, IXP300
	
	

	RX320M
	
	
	
	
	
	
	
	
	
	Mobile chipset, PowerPlay

	RS400
RS415

RC400
RC410
	ATI Radeon Xpress 1150 (originally named ATI Radeon Xpress 200 for Intel)
Intel Essential Series D101GCC/D102GCC (Grand Country)
	Mar 11 2005
	Pentium 4, Core 2
	
	1066
	No
	Radeon X300 IGP
	
	
	

	RS600
	ATI Radeon Xpress 1250
	Aug 29 2006
	Pentium 4, Core 2
	80
	1066
	No
	Radeon X700 IGP, 500 MHz
	
	
	AVIVO, HDMI with HDCP, Dual Channel Memory

	RD600
	ATI Radeon CrossFire Xpress 3200
	Sep 27 2006
	Pentium 4, Core 2
	
	1066
	Yes,
Dual x8
	
	
	
	Dual Channel Memory


[edit] Comparison of Southbridges
	Codename
	Model
	Year
	Fabrication
process (nm)
	SATA Ports
	USB Ports
	Audio
	IDE Channels
(2 Devices/Channel)
	Notes

	IXP150
	Radeon 9100 IGP
	
	
	0
	6
	AC'97
	2 (UDMA33/66)
	3Com 10/100 Ethernet

	IXP210
	
	
	
	1 (SATA 150Mb/s)
	6
	AC'97
	1 (UDMA 33/66/100/133)
	3Com 10/100 Ethernet,
APM, ALink/ALink II

	IXP250
	Radeon 330 IGP
	
	
	0
	6
	AC'97
	1 (UDMA 100)
	3Com 10/100 Ethernet,
DMI, MBA, and ASF

	IXP300/SB300
	Radeon 340 IGP
	
	
	1 (SATA 150Mb/s)
	6
	AC'97
	1 (UDMA 33/66/100/133)
	3Com 10/100 Ethernet,
APM, ALink/ALink II

	IXP320/SB320
	
	
	
	2 (SATA 150Mb/s)
	8
	AC'97
	1 (UDMA 33/66/100/133)
	3Com 10/100 Ethernet, RAID 0 and 1,
APM, ALink/ALink II

	IXP400/SB400
	Radeon Xpress 200
Radeon Xpress 1150
	2004
	
	4 (SATA 150Mb/s)
	8
	AC'97
	2 (UDMA 100/133)
	

	IXP450/SB450
	Radeon Xpress 200
Radeon Xpress 1150
	2004
	
	4
	8
	HD
	2
	

	IXP460/SB460
	Radeon Xpress 1600
Radeon Xpress 1150
	2004
	
	4
	8
	HD
	1
	

	SB600
	AMD 480/570/580
CrossFire Chipset
	2006
	130
	4
	10
	HD
	1 (ATA 133)
	RAID 0, 1, 10
eSATA, ASF 2.0
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[edit] nForce
	Model
	Release Date
	Processors Supported
	Fabrication
process (nm)
	FSB/HT
Frequency (MHz)
	Memory
	AGP
	PATA
	Sound
	Features
	Notes

	nForce 220
	
	Athlon XP, Athlon, Duron
	
	266MHz, 200MHz
	DDR
	AGP4X
	4 Ports
	AC'97
	64bit Geforce 2 MX (IGP-64)
	

	nForce 415
	
	Athlon XP, Athlon, Duron
	
	266MHz, 200MHz
	DDR
	AGP4X
	4 Ports
	AC'97
	
	

	nForce 420
	
	Athlon XP, Athlon, Duron
	
	266MHz, 200MHz
	DDR
	AGP4X
	4 Ports
	AC'97
	128bit Geforce 2 MX (IGP-128)
	


[edit] nForce2
	Model
	Release Date
	Processors Supported
	Fabrication
process (nm)
	FSB/HT
Frequency (MHz)
	Memory
	AGP
	SATA
	PATA
	Sound
	Features
	Notes

	nForce2
	
	Athlon XP, Sempron, Athlon, Duron
	
	333MHz, 266MHz, 100MHz
	DDR
	AGP8X
	2 Ports 1.5Gbit/s
	4 Ports
	AC'97
	
	

	nForce2 400
	
	Athlon XP, Sempron, Athlon, Duron
	
	400MHz, 333MHz, 266MHz, 100MHz
	DDR
	AGP8X
	2 Ports 1.5Gbit/s
	4 Ports
	AC'97
	
	

	nForce2 Ultra
	
	Athlon XP, Sempron, Athlon, Duron
	
	333MHz, 266MHz, 100MHz
	DDR
	AGP8X
	2 Ports 1.5Gbit/s
	4 Ports
	AC'97, Dolby Digital Live supported in motherboards with MCP-T southbridge (aka Soundstorm)
	Supports dual channel memory
	

	nForce2 Ultra 400
	
	Athlon XP, Sempron, Athlon, Duron
	
	400MHz, 333MHz, 266MHz, 100MHz
	DDR
	AGP8X
	2 Ports 1.5Gbit/s
	4 Ports
	AC'97, Dolby Digital Live supported in motherboards with MCP-T southbridge (aka Soundstorm)
	Supports dual channel memory
	400R variant includes RAID
400GB variant includes gigabit LAN


[edit] nForce3
	Model
	Release Date
	Processors Supported
	Fabrication
process (nm)
	FSB/HT
Frequency (MHz)
	Memory
	AGP
	SATA
	PATA
	Sound
	Features
	Notes

	nForce3 250
	
	Athlon 64, Sempron
Socket 754
	
	HT 800MHz
	DDR
	AGP8X
	4 Ports 1.5Gbit/s
	4 Ports
	AC'97
	
	Gb variant includes gigabit LAN

	nForce3 Ultra
	
	Athlon 64 FX, Athlon 64 X2, Athlon 64, Sempron
Socket 939
	
	HT 1GHz
	DDR
	AGP8X
	4 Ports 1.5Gbit/s
	4 Ports
	AC'97
	
	


[edit] nForce4
[edit] For AMD processors
	Model
	Release Date
	Processors Supported
	Fabrication
process (nm)
	FSB/HT
Frequency (MHz)
	Memory
	PCI-Express
	SLI
	SATA
	PATA
	Sound
	Features
	Notes

	nForce4
	October, 2004
	Athlon 64 FX, Athlon 64 X2, Athlon 64, Sempron
Socket 939, 754
	
	HT 1 GHz
	DDR2 / DDR
	
	
	4 Ports 1.5 Gbit/s
	4 Ports
	AC'97
	
	

	nForce4 Ultra
	October, 2004
	Athlon 64 FX, Athlon 64 X2, Athlon 64, Sempron
Socket 939
	
	HT 1 GHz
	DDR2 / DDR
	
	
	4 Ports 3 Gbit/s
	4 Ports
	AC'97
	
	Same chipset as nForce4 SLI but with some resistors removed thus disabling SLI

	nForce4 SLI
	October, 2004
	Athlon 64 FX, Athlon 64 X2, Athlon 64, Sempron
Socket 939, 754
	
	HT 1 GHz
	DDR2 / DDR
	
	SLI x8
	4 Ports 3 Gbit/s
	4 Ports
	AC'97
	
	

	nForce4 SLI X16
	October, 2004
	Athlon 64 FX, Athlon 64 X2, Athlon 64, Sempron
Socket 939
	
	HT 1 GHz
	DDR
	
	SLI x16
	4 Ports 3 Gbit/s
	4 Ports
	AC'97
	
	


[edit] For Intel processors
	Model
	Release Date
	Processors Supported
	Fabrication
process (nm)
	FSB/HT
Frequency (MHz)
	Memory
	PCI-Express
	SLI
	SATA
	PATA
	Sound
	Features
	Notes

	nForce4 Ultra
	
	Pentium D, Pentium 4, EE, Celeron D
LGA 775
	
	1066 MHz
	DDR2
	
	
	4 Ports 3 Gbit/s
	4 Ports
	HDA
	
	

	nForce4 SLI XE
	
	Pentium D, Pentium 4, EE, Celeron D
LGA 775
	
	1066 MHz
	DDR2
	
	SLI x8
	4 Ports 3 Gbit/s
	4 Ports
	HDA
	
	

	nForce4 SLI
	
	Pentium D, Pentium 4, EE, Celeron D
LGA 775
	
	1066 MHz
	DDR2
	
	SLI x8
	4 Ports 3 Gbit/s
	4 Ports
	AC'97
	
	

	nForce4 SLI X16
	
	Pentium D, Pentium 4, EE, Celeron D
LGA 775
	
	1066 MHz
	DDR2
	
	SLI x16
	4 Ports 3 Gbit/s
	4 Ports
	AC'97
	
	


[edit] nForce 500 Series
	Model
	Release Date
	Processors Supported
	Fabrication
process (nm)
	FSB/HT
Frequency (MHz)
	Memory
	PCI-Express
	SLI
	SATA
	PATA
	Sound
	Features
	Notes

	nForce 500
	
	Athlon 64 X2, Athlon 64, Sempron
Socket AM2
	
	HT 1 GHz
	DDR2 / DDR
	x16: 1 slot
x1: 3 slots
	
	4 Ports 1.5 Gbit/s
	4 Ports
	AC'97
	
	

	nForce 500 Ultra
	
	Athlon 64 X2, Athlon 64, Sempron
Socket AM2
	
	HT 1 GHz
	DDR2 / DDR
	x16: 1 slot
x1: 3 slots
	
	4 Ports 3 Gbit/s
	4 Ports
	AC'97
	
	

	nForce 500 SLI
	
	Athlon 64 X2, Athlon 64
Socket AM2
	
	HT 1 GHz
	DDR2 / DDR
	x8: 2 slots
x1: 3 slots
	SLI x8
	4 Ports 3 Gbit/s
	4 Ports
	AC'97
	
	

	nForce 520 LE
	
	Athlon 64 X2, Athlon 64, Sempron
Socket AM2
	
	HT 1 GHz
	DDR2
	x16: 1 slot
x1: 2 slots
	
	2 Ports 3 Gbit/s
	2 Ports
	HDA
	
	

	nForce 520
	
	Athlon 64 X2, Athlon 64, Sempron
Socket AM2
	
	HT 1 GHz
	DDR2
	x16: 1 slot
x1: 3 slots
	
	4 Ports 3 Gbit/s
	2 Ports
	HDA
	
	

	nForce 550
	March 7, 2006
	Athlon 64 X2, Athlon 64, Sempron
Socket AM2
	
	HT 1 GHz
	DDR2
	x16: 1 slot
x1: 4 slots
	
	4 Ports 3 Gbit/s
	2 Ports
	HDA
	
	

	nForce 560
	
	Athlon 64 X2, Athlon 64, Sempron
Socket AM2
	
	HT 1 GHz
	DDR2
	x16: 1 slot
x1: 3 slots
	
	4 Ports 3 Gbit/s
	2 Ports
	HDA
	
	

	nForce 560 SLI
	
	Athlon 64 X2, Athlon 64
Socket AM2
	
	HT 1 GHz
	DDR2
	x8: 2 slots
x1: 2 slots
	SLI x8
	4 Ports 3 Gbit/s
	4 Ports
	AC'97
	
	

	nForce 570 Ultra
	
	Athlon 64 X2, Athlon 64, Sempron
Socket AM2
	
	HT 1 GHz
	DDR2
	x16: 1 slot
x1: 4 slots
	
	6 Ports 3 Gbit/s
	2 Ports
	HDA
	
	

	nForce 570 LT SLI
	
	Athlon 64 X2, Athlon 64
Socket AM2
	
	HT 1 GHz
	DDR2
	x8: 2 slots
x1: 2 slots
	SLI x8
	4 Ports 3 Gbit/s
	2 Ports
	HDA
	
	

	nForce 570 SLI
	March 7, 2006
	Athlon 64 X2, Athlon 64
Socket AM2
	
	HT 1 GHz
	DDR2
	x16: 1 slot
x8: 1 slot
x1: 4 slots
	SLI x8
	6 Ports 3 Gbit/s
	2 Ports
	HDA
	
	

	nForce 590 SLI
	March 7, 2006
	Athlon 64 FX, Athlon 64 X2, Athlon 64
Socket AM2
	
	HT 1 GHz
	DDR2
	x16: 2 slots
x8: 1 slot
x1: 6 slots
	SLI x16
	6 Ports 3 Gbit/s
	2 Ports
	HDA
	
	


[edit] nForce 600 Series
[edit] For AMD processors
	Model
	Release Date
	Processors Supported
	Fabrication
process (nm)
	FSB/HT
Frequency (MHz)
	Memory
	PCI-Express
	PCI Bus Master
	SLI
	SATA
	PATA
	Sound
	Network
	Features
	Notes

	nForce 630a / GeForce 7025
	September, 2007
	AMD Athlon 64, X2 64
AMD Sempron
(Socket AM2)
	
	
	DDR2
	x16: 1 slot
x1: 1 slot
	
	N/A
	4 ports 3 Gbit/s
	2 ports
	HDA
	1 x 10/100/1000
	Onboard GeForce 7020
Onboard RAID 0, 0+1, 5
	

	nForce 630a / GeForce 7050
	September, 2007
	AMD Athlon 64, X2 64
AMD Sempron
(Socket AM2)
	
	
	DDR2
	x16: 1 slot
x1: 1 slot
	
	N/A
	4 ports 3 Gbit/s
	2 ports
	HDA
	1 x 10/100/1000
	Onboard GeForce 7050 w/DVI
Onboard RAID 0, 0+1, 5
	12 USB

	nForce 630a / GeForce 7050PV
	September, 2007
	AMD Athlon 64, X2 64
AMD Sempron
(Socket AM2)
	80 nm
	HT 1 GHz
	DDR2
	x16: 1 slot
x1: 3 slot
	PCI 2.2: 5
	N/A
	4 ports 3 Gbit/s
	2 ports
	HDA 7.1
	1 x 10/100/1000
	Onboard GeForce 7050 w/DVI
Onboard RAID 0, 0+1, 5
	

	nForce 680a SLI
	December 6, 2006
	AMD Dual Dual-core Socket F
	
	HT 1 GHz
	DDR2
	x16: 2 slots
x8: 2 slots
x1: 8 slots
	PCI 2.2: 1
	SLI x16
	12 ports 3 Gbit/s
	4 ports
	HDA 7.1
	4 x 10/100/1000
	
	


[edit] For Intel processors
	Model
	Release Date
	Processors Supported
	Fabrication
process (nm)
	FSB/HT
Frequency (MHz)
	Memory
	PCI-Express
	SLI
	SATA
	PATA
	Sound
	Features
	Notes

	nForce 610i / GeForce 7050
	
	Intel Core 2, Pentium D, Pentium 4
LGA 775
	
	1333 / 1066 / 800 MHz
	DDR2 up to 800 single channel
	x16: 1 slot
x1: 1 slot
	
	4 Ports 3 Gbit/s
	2 Ports
	2.1 channel
	Supports quad core and 45 nm CPUs
	

	nForce 630i / GeForce 7100
	
	Intel Core 2, Pentium D, Pentium 4
LGA 775
	
	1333 / 1066 / 800 MHz
	DDR2 up to 800 single channel
	x16: 1 slot
x1: 2 slots
	
	4 Ports 3 Gbit/s
	2 Ports
	HDA
	
	

	nForce 630i / GeForce 7150
	
	Intel Core 2, Pentium D, Pentium 4
LGA 775
	
	1333 / 1066 / 800 MHz
	DDR2 up to 800 single channel
	x16: 1 slot
x1: 2 slots
	
	4 Ports 3 Gbit/s
	2 Ports
	HDA
	
	

	nForce 650i Ultra
	
	Intel Core 2
LGA 775
	
	1333 / 1066 / 800 MHz
	DDR2 up to 800 with Dual Channel
	x16: 1 slot
x1: 2 slots
	
	4 Ports 3 Gbit/s
	4 Ports
	HDA
	Extreme FSB Overclocking: Good
	

	nForce 650i SLI
	
	Intel Core 2
LGA 775
	
	1333 / 1066 / 800 MHz
	DDR2 up to 800 with Dual Channel
	x8: 2 slots
x1: 2 slots
or
x16: 1 slot
x1: 2 slots
	SLI x8
	4 Ports 3 Gbit/s
	4 Ports
	HDA
	Extreme FSB Overclocking: Good
	

	nForce 680i LT SLI
	March 26, 2007
	Intel Core 2
LGA 775
	
	1333 / 1066 / 800 MHz
	DDR2 up to 800 with Dual Channel
	x16: 2 slots
x8: 1 slot
x1: 6 slots
	SLI x16
	6 Ports 3 Gbit/s
	2 Ports
	HDA
	Extreme FSB Overclocking: Good
	

	nForce 680i SLI
	November 8, 2006
	Intel Core 2
LGA 775
	
	1333 / 1066 / 800 MHz
	DDR2 up to 1200 with Dual Channel SLI Ready Memory
	x16: 2 slots
x8: 1 slot
x1: 6 slots
	SLI x16, Triple SLI x8
	6 Ports 3 Gbit/s
	2 Ports
	HDA
	Extreme FSB Overclocking: Best
	


[edit] nForce 700
[edit] For AMD processors
	Model
	Release Date
	Processors Supported
	Fabrication
process (nm)
	FSB/HT
Frequency (MHz)
	Memory
	PCI-Express
	SLI
	SATA
	PATA
	Sound
	USB
	Network
	Features
	Notes

	nForce 720a
	
	AMD Phenom, Athlon 64, X2 64 

AMD Sempron (Socket AM2+)
	
	HT3.0
5.2/2.0 GHz
	DDR2 1066/800/667/533
	x16: 1 slot,
x1: 2 slots
(PCIe 2.0)
	Hybrid with IGP
	6
	1
	HDA
(Azalia)
	12
	GbE: 1 connection
	PureVideo,
GeForceBoost,
HybridPower
	

	nForce 730a
	May 2008
	AMD Phenom, Athlon 64, X2 64 

AMD Sempron (Socket AM2+)
	
	HT3.0
5.2/2.0 GHz
	DDR2 1066/800/667/533
	x16: 1 slot,
x1: 2 slots
(PCIe 2.0)
	Hybrid with IGP
	6
	1
	HDA
(Azalia)
	12
	GbE: 1 connection
	PureVideo HD,
GeForceBoost,
HybridPower
	

	nForce 750a
	May 2008
	AMD Phenom, Athlon 64, X2 64 

AMD Sempron (Socket AM2+)
	
	HT3.0
5.2/2.0 GHz
	DDR2
up to 1066
	x8: 2 slots
x1: 1 slot
(PCIe 2.0)
	2 Way (2x8)
	6
	1
	HDA
(Azalia)
	12
	GbE: 1 connection
	PureVideo HD,
GeForceBoost,
HybridPower,
SLI-Memory Ready
	

	nForce 780a
	May 2008
	AMD Phenom, Athlon 64, X2 64 

AMD Sempron (Socket AM2+)
	65 nm
	HT3.0
5.2/2.0 GHz
	DDR2
up to 1066
	x16: 3 slots
x1: 1 slot
(PCIe 2.0)
	2, 3 Way (x16, x8, x8)
	6
	1
	HDA
(Azalia)
	12
	GbE: 1 connection
	PureVideo HD,
GeForceBoost,
HybridPower,
SLI-Memory Ready
	


[edit] For Intel processors
	Model
	Release Date
	Processors Supported
	Fabrication
process (nm)
	FSB/HT
Frequency (MHz)
	Memory
	PCI-Express
	SLI
	SATA
	PATA
	Sound
	Features
	Notes

	nForce 730i/Geforce 9300
	October 16, 2008
	Intel Core 2
LGA 775
	
	1333 / 1066 / 800 MHz
	DDR2-800 or DDR3-1333
	x16 2.0: 1 slot
	N/A
	6 Ports 3 Gbit/s
	2 Ports
	HDA
	Onboard Geforce 9300M
	

	nForce 750i SLI
	
	Intel LGA 775
	45
	1066 / 1333MHz+
	DDR2 533/667/800/1066MHz
	x16 2.0 : 2 slots
	2-way SLI
(2x16)
	
	
	
	
	

	nForce 780i SLI
	December 17, 2007
	Intel Core 2, Quad Core
LGA 775
	
	1333 / 1066 / 800 MHz
	DDR2 up to 1066 with Dual Channel
	x16 2.0: 2 slots
x16 1.0: 1 slot
	3-way SLI
(3x16)
	6 Ports 3 Gbit/s
	2 Ports
	HDA
	
	

	nForce 790i SLI
	March 2008
	Intel Core 2 Duo, Quad Core
	
	1600/1333
	DDR3 PC16000 2000MHz
	x16 2.0: 2 slots
x16 1.0: 1 slot
	3-way SLI
(3x16)
	6 Ports 3 Gbit/s
	
	
	
	


[edit] nForce 900
	Model
	Release Date
	Processors Supported
	Fabrication
process (nm)
	FSB/HT
Frequency (MHz)
	Memory
	PCI-Express
	SLI
	SATA
	PATA
	Sound
	USB
	Network
	Features
	Notes

	nForce 980a
	
	AMD Phenom, Phenom II, Athlon II, Athlon, Athlon X2
	
	HT 3.0
5.2/2.6 GHz
	DDR3 1333/1066
DDR2 800/667
	x16: 3 slots
	2 Way (2x16)
3 Way (3x8)
	6
	1
	HDA
(Azalia)
	12
	GbE: 2 connections
	PureVideo HD,
GeForceBoost,
HybridPower,
SLI-Memory Ready,
FirstPacket
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[edit] Mature/Obsolete
[edit] Socket 7
	Chipset
	Part Numbers
	South Bridge
	Release Date
	Processors
	FSB
	SMP
	Memory types
	Memory bus
	Max. memory
	Max. cache
	Max. cacheable RAM
	Parity/
ECC
	PCI
	AGP
	IGP

	Apollo VP[1]
	VT82C585VP, VT82C587VP
	VT82C586
	
	Socket 7
	66 MHz
	No
	FPM EDO BEDO SDRAM
	66 MHz
	512 MB
	2 MB
	512 MB w/ 2 MB L2
	No
	2.0
	No
	No

	Apollo VP2/97[1]
	VT82C595
	VT82C586B
	
	Socket 7
	66 MHz
	No
	FPM EDO BEDO SDRAM
	66 MHz
	512 MB
	2 MB
	512 MB w/ 2 MB L2
	Yes
	2.0
	No
	No

	Apollo VPX/97[1]
	VT82C595
	VT82C586B
	
	Socket 7
	66 MHz
	No
	FPM EDO BEDO SDRAM
	66 MHz
	512 MB
	2 MB
	512 MB w/ 2 MB L2
	No
	2.0
	No
	No

	Apollo VP3[1]
	VT82C597
	VT82C586B
	
	Socket 7
	66 MHz
	No
	FPM EDO BEDO SDRAM
	66 MHz
	768 MB
	2 MB
	512 MB w/ 2 MB L2
	Yes
	2.0
	2x
	No

	Apollo MVP3[2]

 HYPERLINK "http://en.wikipedia.org/wiki/VIA_chipsets" \l "cite_note-AnandChipset586-0#cite_note-AnandChipset586-0" [1]
	VT82C598AT
	VT82C586B, 596A/B or 686A/B
	
	Super Socket 7
	66 - 100 MHz
	No
	FPM EDO BEDO SDRAM
	66 - 100 MHz
	768 MB
	2 MB
	512 MB w/ 2 MB L2
	Yes
	2.1
	2x
	No

	Apollo MVP4[3]
	VT8501
	VT82C686A/B or VT82C596B
	
	Super Socket 7
	66 - 100 MHz
	No
	FPM EDO BEDO SDRAM
	66 - 100 MHz
	768 MB
	2 MB
	512 MB w/ 2 MB L2
	Yes
	2.1
	No
	Trident Blade3D


AMD licensed the VIA Apollo VP2/97 core logic architecture as its AMD 640 chipset.

[edit] Socket 370 and Slot 1
	Chipset
	Part Numbers
	South Bridge
	Release Date
	Processors
	FSB
	SMP
	Memory types
	Memory bus
	Max. memory
	Max. cache
	Max. cacheable RAM
	Parity/ECC
	PCI
	AGP
	IGP

	Apollo Pro[1]
	VT82C691, VT62C692BX
	VT82C586B
	
	Pentium III, Pentium II, Pentium Pro
	66/100 MHz
	No
	FPM EDO BEDO SDRAM
	66/100MHz
	1 GB
	NA
	NA
	Yes
	2.1
	2x
	No

	Apollo Pro+
	VT82C693
	VT82C586B, VT82C596A/B
	
	Pentium III, Pentium II, Pentium Pro
	66/100 MHz
	No
	FPM EDO BEDO SDRAM
	66/100 MHz
	1 GB
	NA
	NA
	Yes
	2.1
	2x
	No

	Apollo Pro 133
	VT82C693A
	VT82C596A/B, VT82C686A/B
	
	Pentium III, Pentium II
	66/100/133 MHz
	No
	FPM EDO SDRAM
	66/100/133 MHz
	1.5 GB
	NA
	NA
	Yes
	2.1
	2x
	No

	Apollo Pro 133A
	VT82694X or VT82C694MP
	VT82C596B or VT82C686A/B
	
	Pentium III, Pentium II
	66/100/133 MHz
	No
	SDRAM
	100/133 MHz
	2 GB
	NA
	NA
	Yes
	2.1
	4x
	No

	Apollo Pro 133T
	VT82C694T
	VT82C686B
	
	Pentium III, Celeron
	66/100/133 MHz
	No
	SDRAM
	66/100/133 MHz
	2 GB
	NA
	NA
	Yes
	2.1
	4x
	No

	ProSavage PM133
	VT8601
	VT82C686B
	
	Pentium III, Pentium II
	66/100/133 MHz
	No
	SDRAM
	66/100/133 MHz
	
	NA
	NA
	
	2.1
	Yes
	Yes

	PLE133
	VT8601A
	VT82C686B
	
	Pentium III, Celeron, C3
	66/100/133 MHz
	No
	SDRAM
	66/100/133 MHz
	1 GB
	NA
	NA
	No
	2.2
	No
	Yes

	PLE133T
	VT8601T
	VT82C686B
	
	Pentium III, Celeron, C3, Pentium III Tualatin
	66/100/133 MHz
	No
	SDRAM
	66/100/133 MHz
	1 GB
	NA
	NA
	No
	2.2
	No
	Yes

	Apollo Pro 266
	VT8633
	VT8233
	
	Pentium III, Celeron, C3
	66/100/133 MHz
	No
	SDRAM DDR 200/266
	100/133 MHz
	4 GB
	NA
	NA
	
	2.1
	4x
	No

	Apollo Pro 266T
	VT8653
	VT8233
	
	Pentium III, Celeron, Pentium III Tualatin, C3
	66/100/133 MHz
	No
	SDRAM DDR 200/266
	100/133 MHz
	4 GB
	NA
	NA
	
	2.1
	4x
	No

	CLE266
	
	VT8233A, VT8235M
	
	Pentium III, Celeron, Pentium III Tualatin, C3
	66/100/133 MHz
	No
	SDRAM DDR 200/266
	100/133 MHz
	2 GB
	NA
	NA
	No
	2.1
	No
	Yes


· ProSavage PM133 - Graphics core from S3, derived from a combination of the 3D component of Savage4 and 2D from Savage 2000. 

[edit] Slot A and Socket A
	Chipset
	Part Numbers
	South Bridge
	Release Date
	Processors
	FSB
	SMP
	Memory types
	Memory bus
	Max. memory
	Parity/ECC
	V-Link
	AGP

	KX133[4]
	VT8371
	VT82C686A
	
	Slot A
	100 MHz
	No
	SDR SDRAM
	100-133 MHz
	2.0 GB
	
	No
	4x

	KT133[5]
	VT8363
	VT82C686A/B
	
	Socket A
	100 MHz
	No
	SDR SDRAM
	100-133 MHz
	1.5 GB
	
	No
	4x

	KT133A[6]
	VT8363A
	VT82C686B
	2001
	Socket A
	100-133 MHz
	No
	SDR SDRAM
	100-133 MHz
	1.5 GB
	
	No
	4x

	KT266[7]
	VT8366
	VT823x
	
	Socket A
	100-133 MHz
	No
	DDR SDRAM
	100-133 MHz
	4.0 GB
	
	266 MB/s
	4x

	KT266A[8]
	VT8366A
	VT823x
	
	Socket A
	100-133 MHz
	No
	DDR SDRAM
	100-133 MHz
	4.0 GB
	
	266 MB/s
	4x

	KT333[9]
	VT8367
	VT8233, VT8235
	
	Socket A
	100-166 MHz
	No
	DDR SDRAM
	100-166 MHz
	4.0 GB
	
	266 MB/s
	4x

	KT400[10]
	VT8368
	VT8235, VT8237
	
	Socket A
	100-166 MHz
	No
	DDR SDRAM
	100-166 MHz
	4.0 GB
	
	533 MB/s
	8x

	KT400A[11]
	VT8377A
	VT8237, VT8251
	
	Socket A
	100-166 MHz
	No
	DDR SDRAM
	100-200 MHz
	4.0 GB
	
	533 MB/s
	8x

	KT600[12]
	VT8377
	VT8237, VT8251
	2003
	Socket A
	100-200 MHz
	No
	DDR SDRAM
	100-200 MHz
	8.0 GB
	
	533 MB/s
	8x

	KT880[13]
	VT8379
	VT8237, VT8251
	2004
	Socket A
	100-200 MHz
	No
	DDR SDRAM
	Dual 100-200 MHz
	8.0 GB
	
	533 MB/s
	8x


· KT266 contains a hardware bug which cause system instability when using the AGP slot at the specified max capacity of 4x. [14] 

· ProSavage KM133, KM266, KM400, KM400A - Similar to the above, but with integrated graphics. After KM133, DDR is supported. The KM133 uses an IGP consisting of the S3 Savage4 3D core and Savage 2000 2D functionality. KM266's ProSavage8 IGP is similar but has an additional 3D pipeline. The KM400 chipset and its "A" variant use the VIA UniChrome IGP. 

[edit] Currently being produced
[edit] AMD / Intel processors
· VIA K8T800, VIA K8T800 PRO, VIA K8M800 - Athlon 64 chipsets. Established an early market lead, with richer features, and a full speed HyperTransport implementation 

· VIA PT880, PT880 Pro, PT880 Ultra, K8T890, K8M890, PT890, P4M890, PT894 - Via's first PCIe IGP chipsets (Pentium 4, Athlon 64), DDR/DDR2 memory, built-in UniChrome Pro video, 533MB/s VIA V-Link interface 

· VIA PT900, P4M900, K8T900, K8M900 - VIA's PCIe-only chipsets. The P4M900 and K8M900 have onboard graphics. The PT900 and P4M900 chipsets have single-channel DDR2-only memory controllers, while the K8T900 and K8M900 being Athlon 64 chipsets do not have memory controllers. 

· VIA Chipsets K8 Series for AMD CPU Comparison Chart 

	Chipset
	Part Numbers
	South Bridge
	Release Date
	Processors
	FSB
	SMP
	Memory types
	Memory bus
	Max. memory
	Parity/ECC
	V-Link
	AGP
	PCI-Express

	K8T800[15]
	VT
	VT8237R Plus
	2003
	Socket 754
	800 MHz
	No
	DDR SDRAM
	MHz
	4GB
	
	533MB/s
	8x
	

	K8M800[16]
	VT
	VT8237R Plus
	2003
	Socket 754
	800 MHz
	No
	DDR SDRAM
	MHz
	4GB
	
	533MB/s
	8x
	

	K8T800 Pro[17]
	VT
	VT8237R Plus
	2004
	Socket 939
	1 GHz
	No
	DDR SDRAM
	MHz
	GB
	
	1GHz/s
	8x
	

	K8T890[18]
	VT
	VT8237R Plus
	2004
	Socket 939
	1 GHz
	No
	DDR SDRAM
	MHz
	GB
	
	1GHz/s
	
	x16

	K8M890[19]
	VT
	VT8251
	2005
	Socket 939
	1 GHz
	No
	DDR SDRAM
	MHz
	GB
	
	1GHz/s
	
	x16


· VIA Chipsets P4 Series for Intel CPU Comparison Chart 

	Chipset
	Part Numbers
	South Bridge
	Release Date
	Processors
	FSB
	SMP
	Memory types
	Memory bus
	Max. memory
	Parity/ECC
	V-Link
	AGP
	PCI-Express

	PM800[20]
	VT
	VT 8237
	
	LGA 775
	400 MHz
	No
	DDR SDRAM
	MHz
	3 GB
	
	1066 MB/s
	8x
	No

	P4M800Pro[21]
	VT
	VT8237R+
	
	LGA 775
	1066/800/533 MHz
	No
	DDR SDRAM/DDR2
	MHz
	2 GB
	
	533 MB/s
	8x
	No

	P4M890[20]
	VT
	VT8237A
	
	LGA 775
	1066/800/533/400 MHz
	No
	DDR SDRAM/DDR2
	MHz
	4 GB
	
	533 MB/s
	N/A
	x16

	P4M900[20]
	VT
	VT8251
	
	LGA 775/Socket 478
	1066/800/533/400 MHz
	No
	DDR SDRAM/DDR2
	MHz
	4 GB
	
	533 MB/s
	N/A
	x16

	PT880[22]
	VT
	VT8237
	
	LGA 775
	800/533/400 MHz
	
	DDR SDRAM/DDR2
	MHz
	4 GB
	No
	533 MB/s
	4x
	No

	PT880 Pro[23]
	VT
	VT 8237
	
	LGA 775/Socket 478
	800/533 MHz
	No
	DDR SDRAM/DDR2
	MHz
	4 GB
	
	1066 MB/s
	8x
	x4

	PT880 Ultra[24]
	VT
	VT8237R+
	
	LGA 775
	1066/800/533 MHz
	No
	DDR SDRAM/DDR2
	MHz
	4 GB
	
	1066 MB/s
	4x
	x4

	PT890[25]
	VT
	VT8237A
	
	LGA 775
	1066 MHz
	No
	DDR SDRAM/DDR2
	MHz
	4 GB
	
	MB/s
	N/A
	x16

	PT894[26]
	VT
	VT VT8237R+
	
	LGA 775
	1066/800/533 MHz
	No
	DDR SDRAM/DDR2
	MHz
	4 GB
	
	MB/s
	8x
	x16


[edit] VIA processors
	Chipset
	Part Numbers
	South Bridge
	Release Date
	Processors
	FSB
	SMP
	Memory types
	Memory bus
	Max. memory
	Parity/ECC
	V-Link
	PCI
	AGP
	PCI-e
	IGP
	Audio

	VX700[27]
	VT
	(single-chip solution)
	2006
	VIA C7-M/C7-M ULV
	533/400MHz
	No
	DDR2/DDR SDRAM
	
	2GB
	
	No
	4
	8x
	No
	VIA UniChrome Pro
	VIA Vinyl HD Audio

	CN800[28]
	VT
	VT8237R Plus
	2006
	VIA C7/C7-D
	533/400MHz
	No
	DDR2/DDR SDRAM
	up to 667MHz
	4GB
	
	533MB/s
	SB
	8x
	No
	VIA UniChrome Pro
	SB

	CN896[29]
	VT
	VT8237S/VT8251
	2007
	VIA C7/C7-D/Eden (V4)
	800/400MHz
	No
	DDR2/DDR SDRAM
	up to 667MHz
	4GB
	
	533MB/s
	SB
	No
	x16-1
x1-1
	VIA Chrome9 HC
	SB

	VX800[30]
	VT
	(single-chip solution)
	2008
	VIA Nano/C7/Eden
	800/400MHz
	No
	DDR2 SDRAM
	up to 667MHz
	4GB
	
	No
	4
	No
	x4-1
x1-2
	VIA Chrome9 HC3
	VIA Vinyl HD Audio

	VX855[31]
	VT
	(single-chip solution)
	2009
	VIA Nano/C7/Eden
	800/400MHz
	No
	DDR2 SDRAM
	up to 800MHz
	4GB
	
	No
	No
	No
	No
	VIA Chrome9 HCM
	VIA Vinyl HD Audio

	VN1000[32]
	VT
	VT8261
	2009
	VIA Nano/C7/C7-D/Eden (V4)
	800/400MHz
	No
	DDR2/DDR3 SDRAM
	up to 800MHz
	16GB
	
	Ultra V-Link (1GB/s)
	SB
	No
	x8-1
x1-4
	VIA Chrome 520
	VIA Vinyl HD Audio

	Chipset
	Part Numbers
	South Bridge
	Release Date
	Processors
	FSB
	SMP
	Memory types
	Memory bus
	Max. memory
	Parity/ECC
	V-Link
	PCI
	AGP
	PCI-e
	IGP
	Audio


· VIA VN800 - Support VIA C7®-M / Intel® Pentium® M Processors 

- Support product: (VIA VB6002 Mini-ITX Board)

· VIA VX700 - utilizes the VIA UniChrome Pro Integrated Graphics Processor (IGP), C7-M or C7-ULV 533/400MHz FSB, DDR2 533/400/333 or DDR400/333 

· VIA VN896 (Mobile) and VIA CN896 (Desktop),VIA VN896(Mobile) can support Intel® Pentium® M / Mobile Core Duo Processor 

- Support product: (BenQ Joybook R42)

· VIA VX800 

· First VIA mobile chipset to support DirectX 9.0 (Pixel Shader 2.0) 

· VIA Chrome9 HC3 integrated graphics (250MHz engine clock, up to 256 MB frame buffer) 

· Built-in VIA Vinyl HD Audio controller supports up to eight high definition channels with a 192kHz sampling rate and 32-bit sample depth. 

· Supports 800/400MHz FSB 

· Supports up to 4GBs of RAM with two 64-bit DDR2 667 DIMMs 

· Single chip solution (No southbridge required). 

· Designed towards being used with the VIA Isaiah 64-bit processor. 

· Maximum power consumption (TDP max) of 5 watts. 

· VIA VX800U 

· Similar to the VIA VX800 

· VIA Chrome9 HC3 integrated graphics (166MHz engine clock, up to 256 MB frame buffer) 

· Supports 400MHz FSB 

· Supports up to 4GBs of RAM with two 64-bit DDR2 400 DIMMs 

· Doesn't have PCI-Express nor SATA support due to their power requirements. 

· Maximum power consumption (TDP max) of 3.5 watts. 

· Specifically issued to be used in very low power devices. 

· VIA VX855 

· Full hardware acceleration of H.264, MPEG-2/4, DivX and WMV9 

· Maximum power consumption (TDP max) of 2.3 watts. 

· VIA VN1000 

· DirectX 10.1 

· 32 stream processors and 4 sampling units, supports Shader Model 4, OpenGL 3.0 and OpenCL 1.0 for GPGPU applications. 

· Acceleration of Blu-Ray, MPEG-2, WMV-HD, VC-1 and H.264 

[edit] South bridge chips
	Part Number
	PATA
	SATA
	RAID
	NB Interconnect
	PCI
	PCI-e
	USB
	Audio
	Modem
	Ethernet
	Integrated Super I/O

	VT82C586A
	4 ATA33
	No
	No
	PCI
	
	
	
	
	
	No
	No

	VT82C586B
	4 ATA33
	No
	No
	PCI
	
	
	1.1
	
	
	No
	No

	VT82C596A
	4 ATA33
	No
	No
	PCI
	
	
	1.1
	
	
	No
	No

	VT82C596B
	4 ATA66
	No
	No
	PCI
	
	
	1.1
	
	
	No
	No

	VT82C686A[4]
	4 ATA66
	No
	No
	PCI
	
	
	4 1.1
	AC97
	Yes
	No
	Yes

	VT82C686B[6]
	4 ATA100
	No
	No
	PCI
	
	
	4 1.1
	AC97
	Yes
	No
	Yes

	VT8231
	4 ATA100
	No
	No
	4x V-Link 266 MB/s
	
	
	6 1.1
	AC97
	Yes
	No
	Yes

	VT8233[7]
	4 ATA100
	No
	No
	4x V-Link 266 MB/s
	
	
	6 1.1
	AC97
	Yes
	VIA 10/100
	No

	VT8233A[9]
	4 ATA133
	No
	No
	4x V-Link 266 MB/s
	
	
	6 1.1
	AC97
	Yes
	VIA 10/100
	No

	VT8233C[9]
	4 ATA100
	No
	No
	4x V-Link 266 MB/s
	
	
	6 1.1
	AC97
	Yes
	3Com 10/100
	No

	VT8235[9]
	4 ATA133
	No
	No
	8x V-Link 533 MB/s
	
	
	6 2.0
	AC97
	Yes
	VIA 10/100
	No

	VT8237(R+)[11]
	4 ATA133
	2 SATA-150, SATALite*
	(SATA) RAID 0, 1, 0+1* & JBOD
	8x V-Link 533 MB/s
	
	
	8 2.0
	AC97
	Yes
	VIA 10/100
	No

	VT8237A[33]
	4 ATA133
	2 SATA-150, SATALite*
	(SATA) RAID 0, 1, 0+1* & JBOD
	8x V-Link 533 MB/s
	
	
	8 2.0
	HD-Audio
	Yes
	VIA 10/100
	No

	VT8237S
	4 ATA133
	2 SATA-II, SATALite*
	(SATA) RAID 0, 1, 0+1* & JBOD
	8x V-Link 533 MB/s
	
	
	8 2.0
	HD-Audio
	Yes
	VIA 10/100
	No

	VT8251[34]
	4 ATA133
	4 SATA-II
	(SATA) RAID 0, 1, 0+1* & JBOD
	8x V-Link 533 MB/s
	7
	x1-2
	8 2.0
	HD-Audio
	Yes
	VIA 10/100
	No

	VT8261[35]
	2 ATA133
	4 SATA-II
	No
	Ultra V-Link (1GB/s)
	5
	
	12 2.0
	HD-Audio
	Yes
	VIA 10/100/1000
	No

	Part Number
	PATA
	SATA
	RAID
	NB Interconnect
	PCI
	PCI-e
	USB
	Audio
	Modem
	Ethernet
	Integrated Super I/O


· *SATALite interface allows for two additional SATA devices (4 total). It is required for RAID 0+1 on VT8237R Plus. 

· Motherboards frequently had VIA companion chips for added functionality such as better audio (8 channel), more/faster USB (i.e. USB 2.0 for VT8233), or Gigabit Ethernet. 

[edit] Hardware bugs
The KT133 chipset corrupted disc subsystems. Specifically, the 686B Southbridge had issues with Creative's SBLive! sound cards. A BIOS update was released by VIA to fix this issue, however it is not known if all motherboards with 686Bs had their BIOSes updated. [36] [37] [38] [39]The KT266 contains a hardware bug which cause system instability when using the AGP slot at the specified max capacity of 4x. [14]

Silicon Integrated Systems
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	Silicon Integrated Systems (SiS)
矽統科技

	Type
	Public (Taiwan Stock Exchange:TSE2363)

	Founded
	1987

	Headquarters
	Hsinchu Science Park
 Taiwan

	Website
	www.sis.com


Silicon Integrated Systems (SiS, Traditional Chinese: 矽統科技) is a company that manufactures, among other things, motherboard chipsets. The company was founded in 1987 in Hsinchu Science Park, Taiwan.
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[edit] Business
In the late 1990s, SiS made the decision to invest in their own chip fabrication facilities. At the end of 1999, SiS acquired Rise Technology and that company's failed mP6 x86 core technology.[1]
[edit] Mainboard chipsets
One of the most famous chipsets produced by SiS was the late 486-age chipset 496/497 which supported PCI bus among older ISA- and VLB-buses. Mainboards using this chipset and equipped with CPUs such as the Intel 80486DX4, AMD 5x86 or Cyrix Cx5x86 processors had performance and compatibility comparable with early Intel Pentium systems in addition to a lower price.

After this late success, SiS continued positioning itself as a budget chipset producer. The company emphasized high integration to minimize the cost to implement their solutions. As such, SiS one-chip mainboard chipsets that included integrated video, such as the Socket 7-based SiS 5596, SiS 5598, and SiS 530 along with the Slot 1-based SiS 620. These were some of the first PC chipsets with such high integration. They allowed entire system solutions to be built with just a mainboard, system RAM, and a CPU.

[edit] Socket7
The SiS 530 (Sindbad) with SiS 5595 southbridge supported Socket 7, SDRAM 1.5GB max., a bus frequency from 66 MHz to 124 MHz, and can have from 2 to 8 MiB shared memory for an integrated AGP SiS 6306 2D/3D graphics controller. Includes integrated UDMA66 IDE controller. mainboards using the SiS 530 were positioned as cheap office platforms and paired often with low-cost chips from Intel competitors, such as the AMD K6 series or Cyrix 6x86. The graphics controller had Direct3D 6.0 and OpenGL support, although it was a very low-performance product for 3D acceleration.[2]
SiS 540 (Spartan) integrates SiS 300 graphics controller.

[edit] Socket 370, Slot 1
· SiS 600/SiS 5595 

· SiS 620/SiS 5595 

· SiS 630 - includes North- and South bridges (SiS 960) and 2D/3D graphics controller (SiS 305) 

· SiS 633 

· SiS 635 

[edit] Socket 478
SiS and ALi were the only two companies initially awarded licenses to produce third party chipsets for the Pentium 4. SiS developed the 648 chipset with this license.[3]
· SiS 640 (IGP) 

· SiS 645 

· SiS 645DX 

· SiS 648 

· SiS 648FX 

· SiS 650 (IGP) 

· SiS 651 (IGP) 

· SiS 652 (IGP) 

· SiS 655 

· SiS 655FX 

· SiS 655TX 

· SiS R658 (Rambus) 

[edit] Socket A (Socket 462), Slot A
· SiS 730 

· SiS 733 

· SiS 735 

· SiS 740/SiS 961 

· SiS 741/SiS 964 

· SiS 745 

· SiS 746 

· SiS 746FX 

· SiS 748 

[edit] Socket 775
· SiS 649 

· SiS 655 (AGP chipset) 

· SiS 656 

· SiS 661 

· SiS 662 (IGP) 

· SiS 671 

· SiS 672 

[edit] Socket 940, 754
· SiS 755/SiS 964 

· SiS 760/SiS 964 

[edit] Socket 939, AM2
· SiS 756/SiS 965L 

SiS created a multimedia chipset for the Xbox 360.[4]
[edit] Graphics chipsets
· SiS 6326 

· SiS 300 

· SiS 301 

· SiS 305 

· SiS 315 

· SiS 320 

· SiS 326 

· SiS 330 

· SiS 340 

· SiS 360 

· SiSM672, dual output (primary output max. 1280x800, Secondary output max. 800x600) 

· SiSM672FX 

· SiS671 

· SiS671FX 

· SiS671DX 

· SiSM671MX 

· SiS968 

Some cards contain a 3D graphics accelerator but it is only functional with the SiS's Proprietary Windows-only driver [1] (the company does not provide [2] documentation for others to write drivers). However the Linux kernel includes a working third party driver that, while not supporting 3D gaming, makes the cards usable under Linux

Acer Laboratories Incorporated

Acer Laboratories Incorporated (also known as Acer Labs Inc, and commonly known as ALi) is a major designer and manufacturer of integrated circuits for the personal computer and embedded systems markets. It is a subsidiary of the Acer group.

The company was founded in 1987, its president is Teddy Lu. Part of ALi was separated as ULi Electronics Inc. in June 2003. ULi was acquired by NVIDIA in 2006 for $52 million.
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[edit] Products
[edit] Chipsets
· M1217 - chipset for Intel 80386SX 

· M1429/M1431 - VESA chipset for Intel 80486 and compatible CPUs 

· M1439/M1445 - PCI chipset for Socket 3 

· M1489 - PCI chipset for Socket 3 

· M1531/M1543 «ALADDiN IV» chipset for Socket 7 up to 83 MHz. FPM, EDO, SDRAM no AGP 

· M1531B «ALADDiN IV+» chipset for Socket 7 

· M1541, M1542 «ALADDiN V» chipset for Socket 7, up to 100 MHz, AGP 1x, 2x 

· M1561/M1535D «ALADDiN 7» chipset for Socket 7 

· M1621/M1543 «ALADDiN-Pro II» chipset for Slot 1 / Socket 370 

· M1631 «ALADDiN TNT2» chipset for Slot 1 / Socket 370 with integrated NVIDIA TNT 2 

· M1632M «CyberBLADE ALADDiN i1» chipset for Slot 1 / Socket 370 with integrated Trident CyberBlade3D (AGP 2x) 

· M1641B/M1535D «ALADDiN-Pro 4» chipset for Slot 1 / Socket 370, AGP 1x, 2x, 4x 

· M1644 «CyberALADDiN» chipset for Slot 1 / Socket 370 with integrated Trident CyberBlade XP 

· M1644T «CyberALADDiN-T» (Tualatin) 

· M1651T «ALADDiN-Pro 5» DDR PC2100 

· M1651T/M1535D+ «Aladdin Pro 5T» MaGiK 1 chipset for Pentium III 

· M1671 «ALADDiN-P4» chipset for Socket 478, FSB 100x4 

· M1672 «CyberALADDiN-P4» chipset for Socket 478 

· M1681 chipset for Socket 478 

· M1683 chipset for Socket 478 

· M1646 «CyberMAGiK» chipset for Socket A, Slot A with integrated Trident CyberBlade XP 

· M1647 «MobileMAGiK 1» chipset for Socket A, Slot A 

· M1647/M1535D+ «MAGiK 1» chipset for Socket A, Slot A 

· M1667 «MAGiK 2» chipset for Socket A, Slot A 

· M1668 «MAGiK K8» chipset for Socket 940, 754 

· M1687/M1565 «Hammer» chipset for Socket 940, 754; HyperTransport 

· M1688/M1563 «MAGiK K8G» chipset for Socket 940, 754 with integrated Trident Blade XP4; AGP 8x 

· M1689/M1565 is a chipset for the AMD Athlon 64, HyperTransport 

· M1691/M1673 

· M1695 PCI Express, AGP, HyperTransport for the AMD Athlon 64 

· M1697 PCI Express, HyperTransport for the AMD Athlon 64 

	


A M1541 Motherboard with AMD K6-2 300MHz processor.


[edit] VGA
· M3145A AliCat - PCI SVGA card, 2 MB DRAM, external RAMDAC, no DDC support 

· M3147V AliCat - PCI SVGA card, 2 MB (S3 Trio 64V+ compatible ?) 

	


A M3147V VGA card


[edit] Video
· M3307 MPEG-I Video Controller 

· M3309 MPEG-II Video w/ Software Audio Decoder 

· M3321 MPEG-II Audio/Video Decoder 

· M3325 Video/Audio Decoder 

· M3327 CPU 

· M3328 CPU 

· M3329 CPU (MIPS architecture) 

· A1 

· B1 

· E1 (128-pin) 

· M3330 CPU 

[edit] PC peripheral
· USB/Firewire PCI chipsets (M5253, M5271, M5273, M5622, M5633) 

· USB Host-to-host M5632 

· USB Cardreader M5635 

· PCI AC97 Sound (M5455) 

· PCI IDE (M5281, M5283, M5619, M5621, M5636, M5637, M5642) 

· USB Scanner controller M5623 (USB 2.0), M5617 (USB 1.1) 

[edit] For embedded systems




ISA card with ALi M6117.

M6117 is a highly integrated, low voltage, single-chip implementation of the Intel 386SX compatible microprocessor plus ALi M1217 chipset. The M6117 provides a static 386SX core, DRAM controller, ISA bus logic, real time clock, keyboard controller, and power management unit.

M6032 is an 8051-based Microcontroller with Dual Data Pointers, UART, 32 I/O lines, 3 Timers/Counters, 6 Interrupts/2 priority levels, 256 Bytes IDATA RAM, 256 Bytes on-chip XRAM.

M6759 is an 8051-based Microcontroller with Dual Data Pointers, UART, 32 I/O lines, 3 Timers/Counters, 6 Interrupts/2 priority levels, 64 KB Flash ROM, 256 Bytes IDATA RAM, 256 Bytes on-chip XRAM.

Front-side bus

In personal computers, the front-side bus (FSB) is the bus that carries data between the CPU and the northbridge.

Depending on the processor used, some computers may also have a back-side bus that connects the CPU to the cache. This bus and the cache connected to it are faster than accessing the system memory (or RAM) via the front-side bus.

The bandwidth or maximum theoretical throughput of the front-side bus is determined by the product of the width of its data path, its clock frequency (cycles per second) and the number of data transfers it performs per clock cycle. For example, a 64-bit (8-byte) wide FSB operating at a frequency of 100 MHz that performs 4 transfers per cycle has a bandwidth of 3200 megabytes per second (MB/s).

The number of transfers per clock cycle is dependent on the technology used. For example, GTL+ performs 1 transfer/cycle, EV6 2 transfers/cycle, and AGTL+ 4 transfers/cycle. Intel calls the technique of four transfers per cycle Quad Pumping.

Many manufacturers publish the speed of the FSB in MHz, but often do not use the actual physical clock frequency but the theoretical effective data rate (which is commonly called megatransfers per second or MT/s). This is because the actual speed is determined by how many transfers can be performed by each clock cycle as well as by the clock frequency. For example, if a motherboard (or processor) has a FSB clocked at 200 MHz and performs 4 transfers per clock cycle, the FSB is rated at 800 MT/s.
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History and current usage
The front-side bus is an alternative name for the data and address buses of the CPU as defined by the manufacturer's datasheet. The term is mostly associated with the various CPU buses used on PC-related motherboards (including servers etc), seldom with the data and address buses used in embedded systems and similar small computers.

Front-side buses serve as a connection between the CPU and the rest of the hardware via a chipset. This chipset is usually divided in a northbridge and a southbridge part,and is the connection point for all other buses in the system. Buses like the PCI, AGP, and memory buses all connect to the chipset in order for data to flow between the connected devices. These secondary system buses usually run at speeds derived from the front-side bus clock, but are not necessarily synchronous to it.

In response to AMD's Torrenza initiative, Intel has opened its FSB CPU socket to third party devices [1]

 HYPERLINK "http://www.theregister.co.uk/2007/04/17/intel_idf_serverstuff/" [2]. Prior to this announcement, made in Spring 2007 at Intel Developer Forum in Beijing, Intel had very closely guarded who had access to the FSB, only allowing Intel processors in the CPU socket. This is now changing, the first example being FPGA co-processors, a result of collaboration between Intel-Xilinx-Nallatech [3] and Intel-Altera-XtremeData [4] [5].

[edit] Related component speeds
[edit] CPU
The frequency at which a processor (CPU) operates is determined by applying a clock multiplier to the front-side bus (FSB) speed in some cases. For example, a processor running at 3200 MHz might be using a 400 MHz FSB. This means there is an internal clock multiplier setting (also called bus/core ratio) of 8. That is, the CPU is set to run at 8 times the frequency of the front-side bus: 400 MHz × 8 = 3200 MHz. By varying either the FSB or the multiplier, different CPU speeds can be achieved.

[edit] Memory
See also: Memory divider
Setting an FSB speed is related directly to the speed grade of memory a system must use. The memory bus connects the northbridge and RAM, just as the front-side bus connects the CPU and northbridge. Often, these two buses must operate at the same frequency. Increasing the front-side bus to 450 MHz in most cases also means running the memory at 450 MHz.

In newer systems, it is possible to see memory ratios of "4:5" and the like. The memory will run 5/4 times as fast as the FSB in this situation, meaning a 400 MHz bus can run with the memory at 500 MHz. This is often referred to as an 'asynchronous' system. It is important to realize that due to differences in CPU and system architecture, overall system performance can vary in unexpected ways with different FSB-to-memory ratios.

In image, audio, video, gaming, FPGA synthesis and scientific applications that perform a small amount of work on each element of a large data set, FSB speed becomes a major performance issue. A slow FSB will cause the CPU to spend significant amounts of time waiting for data to arrive from system memory. However, if the computations involving each element are more complex, the processor will spend longer performing these; therefore, the FSB will be able to keep pace because the rate at which the memory is accessed is reduced.

[edit] Peripheral buses
Similar to the memory bus, the PCI and AGP buses can also be run asynchronously from the front-side bus. In older systems, these buses are operated at a set fraction of the front-side bus frequency. This fraction was set by the BIOS. In newer systems, the PCI, AGP, and PCI Express peripheral buses often receive their own clock signals, which eliminates their dependence on the front-side bus for timing.

[edit] Overclocking
Main article: Overclocking
Overclocking is the practice of making computer components operate beyond their stock performance levels.

Many motherboards allow the user to manually set the clock multiplier and FSB settings by changing jumpers or BIOS settings. Almost all CPU manufacturers now "lock" a preset multiplier setting into the chip. It is possible to unlock some locked CPUs; for instance, some Athlons can be unlocked by connecting electrical contacts across points on the CPU's surface. For all processors, increasing the FSB speed can be done to boost processing speed by reducing latency between CPU and the northbridge.

This practice pushes components beyond their specifications and may cause erratic behavior, overheating or premature failure. Even if the computer appears to run normally, problems may appear under a heavy load. Most PCs purchased from retailers or manufacturers, such as Hewlett-Packard or Dell, do not allow the user to change the multiplier or FSB settings due to the probability of erratic behavior or failure. Motherboards purchased separately to build a custom machine are more likely to allow the user to edit the multiplier and FSB settings in the PC's BIOS.

[edit] Pros and cons
[edit] Pros
Although the front-side bus architecture is an aging technology, it does have the advantage of high flexibility and low cost. There is no theoretical limit to the number of CPUs that can be placed on a FSB, though performance will not scale linearly across additional CPUs (due to the architecture's bandwidth bottleneck).

[edit] Cons
The front-side bus as it is traditionally known may be disappearing, but it's still being used in all of Intel's Atom, Celeron, Pentium, and Core 2 processor models. Originally, this bus was a central connecting point for all system devices and the CPU. In recent years, this has been breaking down with the increasing use of individual point-to-point connections like AMD's HyperTransport and Intel's QuickPath Interconnect. The front-side bus has been criticized by AMD as being an old and slow technology that bottlenecks today's computer systems. While a faster CPU can execute individual instructions faster, this is wasted if it cannot fetch instructions and data as fast as it can execute them; when this happens, the CPU must wait for one or more clock cycles until the memory returns its value. Furthermore, a fast CPU can be delayed when it must access other devices attached to the FSB. Thus, a slow FSB can become a bottleneck that slows down a fast CPU. FSB's fastest transfer speed is currently 1.6 GT/s, which provides only 80% of the theoretical bandwidth of a 16-bit HyperTransport 3.0 link as implemented on AM3 Phenom II CPUs, only half of the bandwidth of a 6.4 GT/s QuickPath Interconnect link, and only 25% of the bandwidth of a 32-bit HyperTransport 3.1 link. In addition, in an FSB-based architecture, the memory must be accessed via the FSB. In HT- and QPI-based systems, the memory is accessed independently by means of a memory controller on the CPU itself, freeing bandwidth on the HyperTransport or QPI link for other uses.
[edit] Transfer rates
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[edit] Intel processors
	CPU
	FSB Clock
	Number of Cycles
	Bus Width
	Transfer Rate

	Pentium
	50 MHz-66 MHz
	1
	64-bit
	400 MB/s-528 MB/s

	Pentium Overdrive
	25 MHz-66 MHz
	1
	64-bit
	200 MB/s-528 MB/s

	Pentium MMX
	60 MHz-66 MHz
	1
	64-bit
	480 MB/s-528 MB/s

	Pentium MMX Overdrive
	50 MHz-66 MHz
	1
	64-bit
	400 MB/s-528 MB/s

	Pentium II
	66 MHz-100 MHz
	1
	64-bit
	528 MB/s-800 MB/s

	Pentium II Overdrive
	60 MHz-66 MHz
	1
	64-bit
	480 MB/s-528 MB/s

	Pentium III
	100 MHz-133 MHz
	1
	64-bit
	800 MB/s-1064 MB/s

	Pentium III-M
	100 MHz-133 MHz
	1
	64-bit
	800 MB/s-1064 MB/s

	Pentium 4
	100 MHz-133 MHz
	4
	64-bit
	3200 MB/s-4256 MB/s

	Pentium 4-M
	100 MHz
	4
	64-bit
	3200 MB/s

	Pentium 4 HT
	133 MHz-200 MHz
	4
	64-bit
	4256 MB/s-6400 MB/s

	Pentium 4 HT Extreme Edition
	800 MHz-266 MHz
	4
	64-bit
	6400 MB/s-8512 MB/s

	Pentium D
	133 MHz-200 MHz
	4
	64-bit
	4256 MB/s-6400 MB/s

	Pentium Extreme Edition
	200 MHz-266 MHz
	4
	64-bit
	6400 MB/s-8512 MB/s

	Pentium M
	100 MHz-133 MHz
	4
	64-bit
	3200 MB/s-4256 MB/s

	Core Solo
	133 MHz-166 MHz
	4
	64-bit
	4256 MB/s-5312 MB/s

	Core Duo
	133 MHz-166 MHz
	4
	64-bit
	4256 MB/s-5312 MB/s

	Core 2 Solo
	133 MHz-200 MHz
	4
	64-bit
	4256 MB/s-6400 MB/s

	Core 2 Duo
	133 MHz-333 MHz
	4
	64-bit
	4256 MB/s-10656 MB/s

	Core 2 Quad
	266 MHz-333 MHz
	4
	64-bit
	8512 MB/s-10656 MB/s

	Core 2 Extreme
	200 MHz-400 MHz
	4
	64-bit
	6400 MB/s-12800 MB/s

	Atom
	133 MHz-166 MHz
	4
	64-bit
	4256 MB/s-5312 MB/s

	Celeron
	66 MHz-266 MHz
	1-4
	64-bit
	528 MB/s-8512 MB/s

	Celeron D
	133 MHz
	4
	64-bit
	4256 MB/s

	Celeron M
	100 MHz-200 MHz
	4
	64-bit
	3200 MB/s-6400 MB/s

	Celeron Dual-Core
	133 MHz-200 MHz
	4
	64-bit
	4256 MB/s-6400 MB/s

	Pentium Dual-Core
	133 MHz-266 MHz
	4
	64-bit
	4256 MB/s-8512 MB/s

	Pentium Pro
	60 MHz-66 MHz
	1
	64-bit
	480 MB/s-528 MB/s

	Pentium II Xeon
	100 MHz
	1
	64-bit
	800 MB/s

	Pentium III Xeon
	100 MHz-133 MHz
	1
	64-bit
	800 MB/s-1064 MB/s

	Xeon
	100 MHz-400 MHz
	4
	64-bit
	3200 MB/s-12800 MB/s

	Itanium
	100 MHz-133 MHz
	1
	64-bit
	800 MB/s-1064 MB/s

	Itanium 2
	100 MHz-166 MHz
	4
	64-bit
	3200 MB/s-5312 MB/s


[edit] AMD processors
	CPU
	FSB Clock
	Number of Cycles
	Bus Width
	Transfer Rate

	K5
	50 MHz-66 MHz
	1
	64-bit
	400 MB/s-528 MB/s

	K6
	66 MHz
	1
	64-bit
	528 MB/s

	K6-II
	66 MHz-100 MHz
	1
	64-bit
	528 MB/s-800 MB/s

	K6-III
	66 MHz-100 MHz
	1
	64-bit
	528 MB/s-800 MB/s

	Athlon
	100 MHz-133 MHz
	2
	64-bit
	1600 MB/s-2128 MB/s

	Athlon XP
	100 MHz-200 MHz
	2
	64-bit
	1600 MB/s-3200 MB/s

	Mobile Athlon 4
	100 MHz
	2
	64-bit
	1600 MB/s

	Athlon XP-M
	100 MHz-133 MHz
	2
	64-bit
	1600 MB/s-2128 MB/s

	Duron
	100 MHz-133 MHz
	2
	64-bit
	1600 MB/s-2128 MB/s

	Sempron
	166 MHz-200 MHz
	2
	64-bit
	2656 MB/s-3200 MB/s

	Athlon MP
	100 MHz-133 MHz
	2
	64-bit
	1600 MB/s-2128 MB/s


List of PC hardware manufacturers
	Computer cases
List of computer case manufacturers:

· Akasa 

· Antec 

· AOpen 

· APEVIA 

· AplusCase 

· Arctic Cooling 

· Ark Technology Inc. 

· AeroCool 

· ASUS 

· Astone 

· Athena Power 

· Athenatech U.S.A. Inc. 

· ATOP Technology 

· Auzentech 

· Chassis Plans 

· Chieftec 

· CCiVO 

· Circle 

· Compucase 

· Cooler Master 

· Dell 

· DFI 

· Dynapower USA 

· ECS 

· Enermax 

· Foxconn 

· Gigabyte 

· GMC Company 

· G-view 

· HEC Compucase 

· HIPER 

· Iball 

· I-Star Computer Co. Ltd 

· In Win 

· Intel 

· Intex 

· Jeantech 

· JPAC COMPUTER 

· Kobian Pte. Ltd. Mercury brand 

· Lian Li 

· Linkworld 

· Logisys Computer 

· Maxcube 

· NZXT 

· Power Logic 

· IXIUM 

· RAIDMax 

· Rosewill 

· Scythe 

· Sigma Product 

· SilverStone 

· Sunbeam Tech 

· Supermicro 

· Thermaltake 

· TUNIQ 

· TomMade 

· Ultra Products 

· XClio 

· Zalman 

· Zebronics 

 [edit] USB flash drives
List of USB flash drive manufacturers:

· A-DATA 

· Aigo 

· Apacer 

· Centon Electronics Inc. 

· Corsair Memory 

· Crucial Technology 

· HP 

· Iball 

· Imation 

· IronKey 

· KingMax 

· Kingston Technology 

· Konami (Its USB flash drive is exclusively used for link feature of DDR X for Sony PlayStation 2 to DDR X for arcade.) 

· Lexar 

· MXI Security 

· Netac 

· OCZ 

· ORCHID 

· Patriot Memory 

· PNY 

· PQI 

· Quantum 

· RITEK 

· Samsung 

· SanDisk 

· Seagate 

· SENSEI 

· Silicon Power 

· Sony 

· Super Talent 

· Team Group Inc. 

· Toshiba 

· Transcend 

· TREK 

· TwinMOS 

· Umax 

· Verbatim 

· VERICO 

 [edit] Graphics processing units (GPUs)
· AMD (ATI division) 

· Matrox Graphics 

· Nvidia 

· Via (S3 Graphics division) 

· Intel 

· SiS 

· PowerVR 

[edit] Hard disk drives (HDDs)
List of hard disk drive manufacturers:

· Hitachi Global Storage Technologies 

· Samsung 

· Seagate Technology / Maxtor 

· Toshiba 

· Western Digital 

See also: List of defunct hard disk manufacturers
[edit] Computer keyboards
List of keyboard manufacturers:

· A4Tech 

· Adesso 

· Alps 

· APEVIA 

· ATOP Technology 

· BTC 

· Bytecc 

· Chassis Plans 

· Cherry 

· Chester Creek Technologies 

· Chicony Electronics 

· Creative 

· DCT Factory, Inc. 

· Enermax 

· Farassoo 

· Fujitsu - Siemens 

· Gear Head 

· Genius 

· HIPER 

· i-rocks !check! 

· Iball 

· Intex 

· Ideazon 

· IOGEAR 

· Kensington Computer Products Group 

· Key Tronic 

· KeyScan 

· Labtec 

· Linkworld Electronics 

· Lite-On 

· Logisys Computer 

· Logitech 

· Macally (Mace Group) 

· Micro Innovations 

· Microsoft 

· Mitsumi 

· Nan Tan Computer or NTC 

· NMEDIAPC 

· OCZ Technology 

· Qumax 

· Razer 

· Rosewill 

· Saitek 

· Samsung 

· SolidTek 

· Spec Research 

· SteelSeries 

· Syba 

· Targus 

· Thermaltake 

· Trust 

· TVS Electronics 

· Wolfking 

· Unknown Chinese companies 

 [edit] Computer mice
List of mouse manufacturers:

· 3D Connexion 

· A4Tech 

· Adesso 

· APEVIA 

· ATOP Technology 

· Belkin 

· Behavior Tech Computer 

· Chester Creek Technologies 

· Compucase 

· Creative Technology 

· DCT Factory, Inc. 

· EmergeTech 

· Evoluent 

· Farassoo 

· Fellowes, Inc. 

· Flextronics (for Microsoft!) 

· Gear Head 

· HP 

· Iball 

· i-rocks 

· Ideazon 

· IOGEAR 

· Kensington Computer Products Group 

· Key Tronic 

· Kingwin Inc. 

· Labtec 

· Linkworld Electronics 

· Lite-On 

· Logisys Computer 

· Logitech 

· Micro Innovations 

· Microsoft 

· Mionix 

· Mikomi 

· Mitsumi 

· Newton Peripherals 

· NMEDIAPC 

· NZXT 

· OCZ Technology 

· QPad 

· QUMAX CORPORATION 

· Razer 

· Rosewill 

· Saitek 

· SilverStone 

· SolidTek 

· Sony 

· Spec Research 

· SteelSeries 

· Syba 

· Targus 

· Total Micro Technologies 

· Trust 

· Verbatim Corporation 

· Wolfking 

· Zalman Tech 

· [edit 

· [edit] 
· [edit 

[edit] Sound cards
List of sound card manufacturers:

· Alpha and Omega Computer Corporation 

· ASUS 

· Aureal Semiconductor 

· Auzentech 

· Diamond Multimedia 

· Digital Audio Labs 

· C-Media 

· Creative Technology 

· E-MU Systems 

· GWC Technology Inc. 

· HT Omega 

· M-Audio 

· PPA International 

· PreSonus Audio 

· Razer 

· RME 

· Sabrent 

· SIIG, Inc. 

· SoundMAX 

· STARTECH 

· Syba 

· TerraTec 

· Turtle Beach 

· VIA Technologies 

[edit] TV tuner cards
List of TV tuner card manufacturers:

· ASUS 

· AutumnWave 

· AVerMedia Technologies 

· Diamond Multimedia 

· DViCO Inc. 

· Elgato 

· eVGA 

· Hauppauge Computer Works 

· TerraTec 

· TechnoTrend AG 

· KWorld 

· Leadtek 

· LifeView 

· Micro-Star International 

· Pinnacle Systems 

· Plextor 

· Powercolor 

· Prolink Microsystems 

· Sabrent 

· SiliconDust 

· VisionTek 

[edit] Webcams
List of webcam manufacturers:

· Behavior Tech Computer 

· Creative Technology 

· Gear Head 

· Genius 

· iMicro 

· Intel 

· Labtec 

· Lenovo 

· Logitech 

· Micro Innovations 

· Microsoft 

· Philips 

· QUMAX CORPORATION 

· Rosewill 

· Sabrent 

· Syba 

· Trust 

· Zonet Technologies, Inc. 

· Suyin Optronics Corp 

· [edit] 

	[edit] Optical disc drives
List of optical disc drive manufacturers:

· AOpen 

· ASUS 

· HP 

· Imation 

· Iomega 

· Moser Baer 

· Panasonic 

· Pioneer 

· Plextor 

· TEAC 

· Rosewill 

· Hitachi-LG Electronics Data Storage (HLDS) 

· Philips-Lite-On Digital Solutions (PLDS) 

· (PBDS before Lite-On's acquisition of BenQ's optical drive division) 

· Sony-NEC (Sony NEC Optiarc) 

· Toshiba-Samsung Storage Technology (TSST) 
[edit] Central processing units (CPUs)
· AMD 

· Freescale 

· IBM 

· Intel 

· Marvell 

· Sun 

· TI 

· Transmeta 

· Via (Centaur Technology division) 

· Qualcomm 

[edit] Drive controller cards / RAID cards
· 3ware 

· ACCUSYS 

· Adaptec 

· Addonics Technologies 

· Areca 

· ATTO Technology 

· HP 

· HighPoint 

· Intel 

· Koutech 

· LSI 

· Norco Technologies Inc. 

· PNY 

· PPA International 

· Promise Technology 

· Rosewill 

· SANS DIGITAL 

· SIIG Inc 

· Sonnet Technologies 

· STARTECH 

· Supermicro 

· Syba 

· Tekram 

[edit] Digital video interface
[edit] Visual display units
List of visual display unit manufacturers:

· 3M 

· Apple 

· Acer 

· AG Neovo 

· AOC Monitors 

· ASUS 

· AU Optronics 

· BenQ 

· BTC Korea Co., Ltd. (brand name NFren) 

· Chassis Plans 

· Chi Mei 

· COMPAQ 

· Dell 

· DoubleSight 

· Eizo 

· Gateway 

· Hanns-G 

· HP 

· Hyundai 

· IC Power 

· iZ3D 

· LaCie 

· LG 

· NEC 

· Philips 

· Planar Systems 

· Samsung 

· Sceptre Incorporated 

· Sharp 

· Shuttle Inc. 

· Sony 

· Taiwan Video and Monitor Corporation or TVM 

· Tatung Company 

· VIEWERA 

· ViewSonic 

· Westinghouse Digital Electronics 

· Zalman 
[edit] Video cards
List of video card manufacturers:

· Universal abit 

· Albatron (Legacy PCI) 

· AOpen 

· ASUS 

· BFG 

· Buffalo Inc. 

· Biostar 

· Chaintech 

· Club 3D 

· Colorful 

· Connect Components Ltd. 

· Diamond Multimedia 

· ELSA Technology Inc 

· ECS 

· eVGA 

· EPoX 

· Foxconn 

· Gainward 

· Galaxy Technology 

· Gigabyte 

· GraphicTech 

· Hercules Guillemot 

· HighTech Information System 

· Info-Tek Corp. 

· Inno3D 

· Jaton Corporation 

· Jetway 

· Leadtek 

· Matrox 

· MSI 

· Palit 

· PNY 

· Point of View 

· PowerColor 

· RedFox 

· S3 Graphics 

· Sapphire Technology 

· Sensoray 

· SPARKLE 

· TYAN Computer 

· Transcend 

· Triplex REDai 

· Tul / PowerColor Corporation 

· Viking Interworks 

· VisionTek 

· VERTEX 3D 

· Wistron Corporation 

· XFX 

· Xinhua Graphics 

· YUAN 

· Zotac 

· ADDBIX 

[ Computer speakers
List of computer speaker manufacturers:

· Altec Lansing 

· AudioEngine (computer spkr?) 

· Auzentech 

· Behringer 

· Bose Corporation 

· Creative Technology 

· Cyber Acoustics 

· EAGLE TECH 

· Edifier 

· farassoo 

· Genius 

· Harman International Industries (acquisition) 

(division: Harman Kardon, JBL) 

· Klipsch 

· Logisys Computer 

· Logitech 

· M-AUDIO 

· Kobian Pte Ltd. (Mercury) 

· Midiland (out of business?) 

· Micro Innovations 

· Microlab 

· PhoenixGold 

· Plantronics (acquisitions) 

· Razer 

· Shuttle Inc. 

· Spec-Research 

· Syba 

· Trust 

· Yamaha 

· Zebronics 

] Chipsets for motherboards
· Intel 

· AMD 

· Nvidia 

· VIA Technologies 

· Silicon Integrated Systems 

· [edit] 
[edit] Memory modules
List of memory module manufacturers:

· Om Nanotech Om Nanotech 

· A-Data 

· Adtec 

· Aeneon 

· All Components, Inc. 

· Apacer 

· Asus 

· ATP 

· Bit4Ram 

· Buffalo Technology 

· Centon Electronics 

· Century 

· CEON 

· CFD 

· Chaintech 

· Corsair Memory 

· Dataram 

· Dynet 

· Edge 

· Elixir 

· Eudar 

· Fujitsu 

· GEIL 

· Greenhouse 

· G.Skill 

· HP 

· Hyundai 

· IBM 

· Infineon 

· IO-DATA 

· Itaucom 

· K-Byte 

· Kingmax 

· Kingston Technology 

· Kreton 

· Kyocera 

· Lenovo 

· Lifetime Memory Products, Inc. 

· MemoryTen 

· Micron Technology (brand name Crucial Technology) 

· Mushkin 

· NCP 

· Novatech Solutions 

· OCZ Technology 

· Patriot Memory 

· PNY 

· PowerChip 

· PQI 

· ProMos 

· Rambus 

· Ramtron International 

· Raxmaxel 

· Rendition 

· Renesas Technology 

· Samsung Electronics 

· Shikatronics 

· Simpletech 

· Smart Modular 

· Sony 

· Spec Tek 

· Super Talent 

· SupremeTop 

· Swissbit 

· SyncMAx 

· TECHWORKS 

· Toshiba 

· Transcend 

· Tyan 

· TwinMos 

· V-DATA 

· Ventura Technology Group 

· Viking InterWorks 

· Wintec Industries 

· Virtium Technology 

· Zion 

[edit] DRAM specialists for memory modules
· Elpida Memory 

· Hynix 

· Mosel Vitelic Corporation 

· Mushkin 

· Nanya 

· Qimonda (formerly Infineon) 

· TRANSCEND 

· Winbond 

· Kingston 

[edit] Solid-state drives (SSDs)
List of solid-state drive manufacturers:

· A-Data 

· BiTMICRO 

· Corsair Memory 

· Fusion io 

· HyperOS Systems 

· Intel 

· Kingston Technology 

· Lexar 

· Memoright 

· Micron Technology 

· Mtron 

· OCZ Technology 

· Patriot Memory 

· PNY Technologies 

· PQI 

· Ridata 

· RITEK 

· Samsung Electronics 

· SanDisk 

· STEC, Inc. 

· Super Talent 

· Transcend 

· Virtium Technology 

[edit
	] Modems
List of modem manufacturers:

· 3Com 

· Airties (OEM) 

· Aopen 

· Agere (formerly Lucent) 

· D-Link 

· FILEMATE 

· Huawei 

· JCG 

· Linksys 

· Motorola 

· Netopia 

· Rosewill 

· TRENDnet 

· U.S. Robotics 

· Zonet Technologies, Inc. 

· Zoom Technologies 

Motherboards
List of motherboard manufacturers:

· Acer Inc. 

· Albatron 

· AOpen 

· Arima Computer Corporation (Flextronics) 

· ASUS 

· ASRock 

· Advansus (industrial motherboards) 

· BFG Technologies 

· Biostar 

· Chassis Plans 

· Chaintech (ceased manufacturing motherboards) 

· DFI 

· Elitegroup Computer Systems (also PCChips) 

· EMAXX 

· EPoX 

· eVGA 

· First International Computer 

· Foxconn 

· Gigabyte Technology 

· Gumstix 

· Intel 

· IWill 

· Jetway 

· Lanner Inc (industrial motherboards) 

· Leadtek 

· Manli 

· Magic-Pro 

· Kobian Pte Ltd.(Mercury) 

· MSI (Micro-Star International) 

· Palit add page 

· PCP 

· PNY Technologies 

· Powercolor 

· Quanmax 

· RedFox 

· Sapphire Technology 

· Shuttle Inc. 

· Soyo Group Inc 

· Supermicro 

· Tyan 

· Universal abit (formerly ABIT) 

· VIA Technologies 

· Vertex 3D 

· Vigor Gaming 

· XFX 

· Zebronics 

· Zotac 

Supercomp
Printers
Main article: List of printer companies
List of printer manufacturers:

· Brother 

· Canon 

· Olivetti 

· Epson 

· HP 

· Lenovo 

· Lexmark 

· OKI 

· Panasonic 

· PENTAX 

· Planon 

· prolink 

· Dell 

· Ricoh 

· Samsung 

· Kodak 

· Konica Minolta 

· Kyocera 

· Xerox 

· TVS Electronics 

WeP
Network cards
List of network card manufacturers:

· Atheros 

· Aztech 

· 3Com 

· Bigfoot Networks 

· Belkin 

· Cisco 

· CNet 

· JCG 

· D-Link 

· EdiMax 

· Hawking Technology 

· IBM 

· Intel 

· Linksys 

· Netgear 

· U.S. Robotics 

· Raza Microelectronics 

· Rosewill 

· SMC Networks 

· STARTECH 

· TP-Link 

· TRENDnet 

· Zonet Technologies, Inc. 

· Zoom 

[edit] Chipsets for network cards
· Agere Systems 

· Atheros 

· Broadcom 

· Intel 

· Marvell Technology Group 

· Proxim 

· Realtek 

· Ralink 

· VIA Technologies 

[edit] Power supply units (PSUs)
List of power supply unit manufacturers:

· AeroCool 

· Akasa 

· Antec 

· APEVIA 

· Athena Power 

· Athenatech U.S.A. Inc. 

· ATOP Technology 

· BFG Technologies 

· BGears 

· Broadway Com Corp 

· Channel Well Technology 

· Chieftec 

· Codegen Technology 

· Compucase 

· Cooltek 

· Cooler Master 

· Corsair Memory 

· DEER 

· Dynapower USA 

· EAGLE TECH 

· Enermax 

· ETASIS Electronics 

· E-POWER 

· Foxconn 

· FSP Group (brand name Fortron Source) 

· Gigabyte Technology 

· GreatWall 

· HEC Compucase 

· Hiper 

· Hipro Technology Inc. 

· Huntkey 

· Iball 

· In Win 

· I-Star Computer Co. Ltd 

· Jeantech 

· Kingwin Inc. 

· Koolance 

· LC-Power 

· Lian-Li 

· linkworld 

· Mushkin 

· NesteQ 

· Nexus 

· NZXT 

· OCZ Technology 

· PC Power and Cooling 

· Powersafe 

· Raidmax 

· Rosewill 

· Seasonic 

· Seventeam 

· Sharkoon 

· Sigma Product 

· SilverStone 

· Sparkle Power Inc. 

· Spec-Research 

· STARTECH 

· Tacens 

· Tagan Technology 

· Thermaltake 

· TOPOWER 

· TomMade 

· Trust 

· Tuncmatik 

· TUNIQ 

· Vantec 

· VisionTek 

· Winsis 

· XClio 

· XIGMATEK 

· Xilence 

· Zalman 

· Zebronics Top Notch Infotronix 

[edit]
CPU Coolers
List of CPU Cooler manufacturers:

· Akasa 

· AMD 

· Antec 

· Arctic Cooling 

· AVC 

· Cooler Master 

· Delta 

· ebm-papst 

· Enermax 

· Nexus 

· Nidec 

· Noctua 

· NorthQ 

· Scythe 

· Sharkoon 

· Thermaltake 

· Thermolab 

· Y.S. Tech 

Zalman
] Image scanners
List of image scanner manufacturers:

· Canon 

· Seiko Epson 

· Fujitsu 

· HP 

· Lexmark 

· KeyScan 

· Kodak 

· Microtek 

· Mustek Systems 

· Panasonic 

· Plustek 

· Primax 

· Ricoh 

· Umax 

· Visioneer 

XEROX
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An offboard circuit is one that is not on the main circuit board in an electronic system.

The term may also apply to other, non-electronic systems such as closed-circuit rebreathers. Divers may refer to gas supplies that are detached from the main system as "offboard".
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	Conventional PCI

	PCI Local Bus

	


Three 5 V 32-bit PCI expansion slots on a motherboard (PC bracket to left)

	Year created
	July 1993

	Created by
	Intel

	Superseded by
	PCI Express (2004)

	Width in bits
	32 or 64

	Capacity
	133 MB/s (32-bit at 33 MHz)
266 MB/s (32-bit at 66 MHz or 64-bit at 33 MHz)
533 MB/s (64-bit at 66 MHz)

	Style
	Parallel

	Hotplugging interface
	Optional






A typical 32-bit, 5 V-only PCI card, in this case a SCSI adapter from Adaptec
Conventional PCI (part of the PCI Local Bus standard and often shortened to PCI) is a computer bus for attaching hardware devices in a computer. These devices can take either the form of an integrated circuit fitted onto the motherboard itself, called a planar device in the PCI specification, or an expansion card that fits into a slot. The name PCI is an initialism formed from Peripheral Component Interconnect. The PCI Local Bus is common in modern PCs, where it has displaced ISA and VESA Local Bus as the standard expansion bus, and it also appears in many other computer types. Despite the availability of faster interfaces such as PCI-X and PCI Express, conventional PCI remains a very common interface.

The PCI specification covers the physical size of the bus (including the size and spacing of the circuit board edge electrical contacts), electrical characteristics, bus timing, and protocols. The specification can be purchased from the PCI Special Interest Group (PCI-SIG).

Typical PCI cards used in PCs include: network cards, sound cards, modems, extra ports such as USB or serial, TV tuner cards and disk controllers. Historically video cards were typically PCI devices, but growing bandwidth requirements soon outgrew the capabilities of PCI. PCI video cards remain available for supporting extra monitors and upgrading PCs that do not have any AGP or PCI Express slots.[1]
Many devices traditionally provided on expansion cards are now commonly integrated onto the motherboard itself, meaning that modern PCs often have no cards fitted. However, PCI is still used for certain specialized cards, although many tasks traditionally performed by expansion cards may now be performed equally well by USB devices.
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Three 5 V 32-bit PCI expansion slots on a motherboard (PC bracket to left)
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	Created by
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	Superseded by
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	32 or 64

	Capacity
	133 MB/s (32-bit at 33 MHz)
266 MB/s (32-bit at 66 MHz or 64-bit at 33 MHz)
533 MB/s (64-bit at 66 MHz)
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typical 32-bit, 5 V-only PCI card, in this case a SCSI adapter from Adaptec
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[edit] History
Work on PCI began at Intel's Architecture Development Lab circa 1990.

A team of Intel engineers (composed primarily of ADL engineers) defined the architecture and developed a proof of concept chipset and platform (Saturn) partnering with teams in the company's desktop PC systems and core logic product organizations. The original PCI architecture team included, among others, Dave Carson, Norm Rasmussen, Brad Hosler, Ed Solari, Bruce Young, Gary Solomon, Ali Oztaskin, Tom Sakoda, Rich Haslam, Jeff Rabe, and Steve Fischer.

PCI (Peripheral Component Interconnect) was immediately put to use in servers, replacing MCA and EISA as the server expansion bus of choice. In mainstream PCs, PCI was slower to replace VESA Local Bus (VLB), and did not gain significant market penetration until late 1994 in second-generation Pentium PCs. By 1996 VLB was all but extinct, and manufacturers had adopted PCI even for 486 computers.[2] EISA continued to be used alongside PCI through 2000. Apple Computer adopted PCI for professional Power Macintosh computers (replacing NuBus) in mid-1995, and the consumer Performa product line (replacing LC PDS) in mid-1996.

Later revisions of PCI added new features and performance improvements, including a 66 MHz 3.3 V standard and 133 MHz PCI-X, and the adaptation of PCI signaling to other form factors. Both PCI-X 1.0b and PCI-X 2.0 are backward compatible with some PCI standards.

The PCI-SIG introduced the serial PCI Express in 2004. At the same time they rechristened PCI as Conventional PCI. Since then, motherboard manufacturers have included progressively fewer Conventional PCI slots in favor of the new standard.

[edit] Auto Configuration
PCI provides separate memory and I/O port address spaces for the x86 processor family, 64 and 32 bits, respectively. Addresses in these address spaces are assigned by software. A third address space, called the PCI Configuration Space, which uses a fixed addressing scheme, allows software to determine the amount of memory and I/O address space needed by each device. Each device can request up to six areas of memory space or I/O port space via its configuration space registers.

In a typical system, the firmware (or operating system) queries all PCI buses at startup time (via PCI Configuration Space) to find out what devices are present and what system resources (memory space, I/O space, interrupt lines, etc.) each needs. It then allocates the resources and tells each device what its allocation is.

The PCI configuration space also contains a small amount of device type information, which helps an operating system choose device drivers for it, or at least to have a dialogue with a user about the system configuration.

Devices may have an on-board ROM containing executable code for x86 or PA-RISC processors, an Open Firmware driver, or an EFI driver. These are typically necessary for devices used during system startup, before device drivers are loaded by the operating system.

In addition there are PCI Latency Timers that are a mechanism for PCI Bus-Mastering devices to share the PCI bus fairly. "Fair" in this case means that devices won't use such a large portion of the available PCI bus bandwidth that other devices aren't able to get needed work done. Note, this does not apply to PCI Express.

How this works is that each PCI device that can operate in bus-master mode is required to implement a timer, called the Latency Timer, that limits the time that device can hold the PCI bus. The timer starts when the device gains bus ownership, and counts down at the rate of the PCI clock. When the counter reaches zero, the device is required to release the bus. If no other devices are waiting for bus ownership, it may simply grab the bus again and transfer more data.[3]
[edit] Interrupts
Devices are required to follow a protocol so that the interrupt lines can be shared. The PCI bus includes four interrupt lines, all of which are available to each device. However, they are not wired in parallel as are the other PCI bus lines. The positions of the interrupt lines rotate between slots, so what appears to one device as the INTA# line is INTB# to the next and INTC# to the one after that. Single-function devices use their INTA# for interrupt signaling, so the device load is spread fairly evenly across the four available interrupt lines. This alleviates a common problem with sharing interrupts.

PCI bridges (between two PCI buses) map the four interrupt traces on each of their sides in varying ways. Some bridges use a fixed mapping, and in others it is configurable. In the general case, software cannot determine which interrupt line a device's INTA# pin is connected to across a bridge. The mapping of PCI interrupt lines onto system interrupt lines, through the PCI host bridge, is similarly implementation-dependent. The result is that it can be impossible to determine how a PCI device's interrupts will appear to software. Platform-specific BIOS code is meant to know this, and set a field in each device's configuration space indicating which IRQ it is connected to, but this process is not reliable.

PCI interrupt lines are level-triggered. This was chosen over edge-triggering in order to gain an advantage when servicing a shared interrupt line, and for robustness: edge triggered interrupts are easy to miss.

Later revisions of the PCI specification add support for message-signaled interrupts. In this system a device signals its need for service by performing a memory write, rather than by asserting a dedicated line. This alleviates the problem of scarcity of interrupt lines. Even if interrupt vectors are still shared, it does not suffer the sharing problems of level-triggered interrupts. It also resolves the routing problem, because the memory write is not unpredictably modified between device and host. Finally, because the message signaling is in-band, it resolves some synchronization problems that can occur with posted writes and out-of-band interrupt lines.

PCI Express does not have physical interrupt lines at all. It uses message-signaled interrupts exclusively

Conventional hardware specifications


Diagram showing the different key positions for 32-bit and 64-bit PCI cards

These specifications represent the most common version of PCI used in normal PCs.

· 33.33 MHz clock with synchronous transfers 

· peak transfer rate of 133 MB/s (133 megabytes per second) for 32-bit bus width (33.33 MHz × 32 bits ÷ 8 bits/byte = 133 MB/s) 

· 32-bit bus width 

· 32- or 64-bit memory address space (4 gigabytes or 16 exabytes) 

· 32-bit I/O port space 

· 256-byte (per device) configuration space 

· 5-volt signaling 

· reflected-wave switching 

The PCI specification also provides options for 3.3 V signaling, 64-bit bus width, and 66 MHz clocking, but these are not commonly encountered outside of PCI-X support on server motherboards.

The PCI bus arbiter performs bus arbitration among multiple masters on the PCI bus. Any number of bus masters can reside on the PCI bus, as well as requests for the bus. One pair of request and grant signals is dedicated to each bus master.
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Card keying




A PCI-X Gigabit Ethernet expansion card. Note both 5 V and 3.3 V support notches are present.

Typical PCI cards present either one or two key notches, depending on their signaling voltage. Cards requiring 3.3 volts have a notch 56.21 mm from the front of the card (where the external connectors are) while those requiring 5 volts have a notch 104.47 mm from the front of the card. So called "Universal cards" have both key notches and can accept both types of signal.

[edit] Connector pinout
The PCI connector is defined as having 62 contacts on each side of the edge connector, but two or four of them are replaced by key notches, so a card has 60 or 58 contacts on each side. Pin 1 is closest to the backplate. B and A sides are as follows, looking down into the motherboard connector.[4]

 HYPERLINK "http://en.wikipedia.org/wiki/Conventional_PCI" \l "cite_note-pci30-4#cite_note-pci30-4" [5]

 HYPERLINK "http://en.wikipedia.org/wiki/Conventional_PCI" \l "cite_note-5#cite_note-5" [6]
	32-bit PCI connector pinout

	Pin
	Side B
	Side A
	Comments

	1
	−12V
	TRST#
	JTAG port pins (optional)

	2
	TCK
	+12V
	

	3
	Ground
	TMS
	

	4
	TDO
	TDI
	

	5
	+5V
	+5V
	

	6
	+5V
	INTA#
	Interrupt lines (open-drain)

	7
	INTB#
	INTC#
	

	8
	INTD#
	+5V
	

	9
	PRSNT1#
	Reserved
	Pulled low to indicate 7.5 or 25 W power required

	10
	Reserved
	IOPWR
	+5V or +3.3V

	11
	PRSNT2#
	Reserved
	Pulled low to indicate 7.5 or 15 W power required

	12
	Ground
	Ground
	Key notch for 3.3V-capable cards

	13
	Ground
	Ground
	

	14
	Reserved
	3.3Vaux
	Standby power (optional)

	15
	Ground
	RST#
	Bus reset

	16
	CLK
	IOPWR
	33/66 MHz clock

	17
	Ground
	GNT#
	Bus grant from motherboard to card

	18
	REQ#
	Ground
	Bus request from card to motherboard

	19
	IOPWR
	PME#
	Power management event (optional)

	20
	AD[31]
	AD[30]
	Address/data bus (upper half)

	21
	AD[29]
	+3.3V
	

	22
	Ground
	AD[28]
	

	23
	AD[27]
	AD[26]
	

	24
	AD[25]
	Ground
	

	25
	+3.3V
	AD[24]
	

	26
	C/BE[3]#
	IDSEL
	

	27
	AD[23]
	+3.3V
	

	28
	Ground
	AD[22]
	

	29
	AD[21]
	AD[20]
	

	30
	AD[19]
	Ground
	

	31
	+3.3V
	AD[18]
	

	32
	AD[17]
	AD[16]
	

	33
	C/BE[2]#
	+3.3V
	

	34
	Ground
	FRAME#
	Bus transfer in progress

	35
	IRDY#
	Ground
	Initiator ready

	36
	+3.3V
	TRDY#
	Target ready

	37
	DEVSEL#
	Ground
	Target selected

	38
	Ground
	STOP#
	Target requests halt

	39
	LOCK#
	+3.3V
	Locked transaction

	40
	PERR#
	SMBCLK
	SDONE
	Parity error; SMBus clock or Snoop done (obsolete)

	41
	+3.3V
	SMBDAT
	SBO#
	SMBus data or Snoop backoff (obsolete)

	42
	SERR#
	Ground
	System error

	43
	+3.3V
	PAR
	Even parity over AD[31:00] and C/BE[3:0]#

	44
	C/BE[1]#
	AD[15]
	Address/data bus (lower half)

	45
	AD[14]
	+3.3V
	

	46
	Ground
	AD[13]
	

	47
	AD[12]
	AD[11]
	

	48
	AD[10]
	Ground
	

	49
	M66EN
	Ground
	AD[09]
	

	50
	Ground
	Ground
	Key notch for 5V-capable cards

	51
	Ground
	Ground
	

	52
	AD[08]
	C/BE[0]#
	Address/data bus (lower half)

	53
	AD[07]
	+3.3V
	

	54
	+3.3V
	AD[06]
	

	55
	AD[05]
	AD[04]
	

	56
	AD[03]
	Ground
	

	57
	Ground
	AD[02]
	

	58
	AD[01]
	AD[00]
	

	59
	IOPWR
	IOPWR
	

	60
	ACK64#
	REQ64#
	For 64-bit extension; no connect for 32-bit devices.

	61
	+5V
	+5V
	

	62
	+5V
	+5V
	


64-bit PCI extends this by an additional 32 contacts on each side which provide AD[63:32], C/BE[7:4]#, the PAR64 parity signal, and a number of power and ground pins.

	Legend

	Ground pin
	Zero volt reference

	Power pin
	Supplies power to the PCI card

	Output pin
	Driven by the PCI card, received by the motherboard

	Initiator output
	Driven by the master/initiator, received by the target

	I/O signal
	May be driven by initiator or target, depending on operation

	Target output
	Driven by the target, received by the initiator/master

	Input
	Driven by the motherboard, received by the PCI card

	Open drain
	May be pulled low and/or sensed by multiple cards

	Reserved
	Not presently used, do not connect


Most lines are connected to each slot in parallel. The exceptions are:

· Each slot has its own REQ# output to, and GNT# input from the motherboard arbiter. 

· Each slot has its own IDSEL line, usually connected to a specific AD line. 

· TDO is daisy-chained to the following slot's TDI. Cards without JTAG support must connect TDI to TDO so as not to break the chain. 

· PRSNT1# and PRSNT2# for each slot have their own pull-up resistors on the motherboard. The motherboard may (but does not have to) sense these pins to determine the presence of PCI cards and their power requirements. 

· REQ64# and ACK64# are individually pulled up on 32-bit only slots. 

· The interrupt lines INTA# through INTD# are connected to all slots in different orders. (INTA# on one slot is INTB# on the next and INTC# on the one after that.) 

Notes:

· IOPWR is +3.3V or +5V, depending on the backplane. The slots also have a ridge in one of two places which prevents insertion of cards that do not have the corresponding key notch, indicating support for that voltage standard. Universal cards have both key notches and use IOPWR to determine their I/O signal levels. 

· The PCI SIG strongly encourages 3.3 V PCI signaling,[5] requiring support for it since standard revision 2.3,[4] but most PC motherboards use the 5 V variant. Thus, while many currently available PCI cards support both, and have two key notches to indicate that, there are still a large number of 5 V-only cards on the market. 

· The M66EN pin is an additional ground on 5V PCI buses found in most PC motherboards. Cards and motherboards that do not support 66 MHz operation also ground this pin. If all participants support 66 MHz operation, a pull-up resistor on the motherboard raises this signal high and 66 MHz operation is enabled. 

· At least one of PRSNT1# and PRSNT2# must be grounded by the card. The combination chosen indicates the total power requirements of the card (25 W, 15 W, or 7.5 W). 

· SBO# and SDONE are signals from a cache controller to the current target. They are not initiator outputs, but are colored that way because they are target inputs. 

[edit] Variants
[edit] Conventional




64-bit PCI expansion slots inside a Power Mac G4
· PCI 1.0, which was merely a component-level specification, was released on June 22, 1992. 

· PCI 2.0, which was the first to establish standards for the connector and motherboard slot, was released on April 30, 1993. 

· PCI 2.1, released on June 1, 1995, allows for 66 MHz signaling at 3.3 volt signal voltage (peak transfer rate of 533 MB/s), but at 33 MHz both 5 volt and 3.3 volt signal voltages are still allowed. It also added transaction latency limits to the specification.[7] 

· PCI 2.2 Power rails to provide 3.3 volt supply voltage are now mandatory.[8] 

· PCI 2.3 permits use of 3.3 volt and universal keying, but does not allow 5-volt keyed add-in cards. 

· PCI 3.0 is the final official standard of the bus, completely removing 5-volt capability. 

· Mini PCI is a form factor of PCI 2.2 for use mainly inside laptops 

· CardBus is a PC card form factor for 32-bit, 33 MHz PCI 

· CompactPCI uses Eurocard-sized modules plugged into a PCI backplane. 

· PC/104-Plus is an industrial bus that uses the PCI signal lines with different connectors. 

[edit] PCI-X
Main article: PCI-X
PCI-X is a high-performance variant of 64-bit PCI designed for servers. PCI-X adapters and slots are backward-compatible with 32-bit PCI slots and adapters.

· PCI-X 1.0 increased the maximum signaling frequency to 133 MHz (peak transfer rate of 1066 MB/s) and revised the protocol. 

· PCI-X 2.0 permits a 266 MHz rate (peak transfer rate of 2133 MB/s) and also 533 MHz rate (4266 MB/s — 32× the original PCI bus), expands the configuration space to 4096 bytes, adds a 16-bit bus variant (allowing smaller slots where space is tight), and allows for 1.5 volt signaling 

[edit] Physical card dimensions
[edit] Full-size card
The original "full-size" PCI card is specified as a height of 107 mm (4.2 inches) and a depth of 312 mm (12.283 inches). The height includes the edge card connector. However, most modern PCI cards are half-length or smaller (see below) and many modern PCs cannot fit a full-size card.

[edit] Card backplate
In addition to these dimensions the physical size and location of a card's backplate are also standardized. The backplate is the part that fastens to the card cage to stabilize the card and also contains external connectors, so it usually attaches in a window so it is accessible from outside the computer case. The backplate is fixed to the cage by a 6-32 screw.

The card itself can be a smaller size, but the backplate must still be full-size and properly located so that the card fits in any standard PCI slot.

[edit] Half-length extension card (de-facto standard)
This is in fact the practical standard now – the majority of modern PCI cards fit inside this length.

· Width: 0.6 inches (15.24 mm) 

· Depth: 6.9 inches (175.26 mm) 

· Height: 4.2 inches (106.68 mm) 

[edit] Low-profile (half-height) card
The PCI organization has defined a standard for "low-profile" cards, which basically fit in the following ranges:

· Height: 1.42 inches (36.07 mm) to 2.536 inches (64.41 mm) 

· Depth: 4.721 inches (119.91 mm) to 6.6 inches (167.64 mm) 

The bracket is also reduced in height, to a standard 3.118 inches (79.2 mm). The smaller bracket will not fit a standard PC case, but will fit in a 2U rack-mount case. Many manufacturers supply both types of bracket (brackets are typically screwed to the card so changing them is not difficult).

These cards may be known by other names such as "slim".

· Low Profile PCI FAQ 

· Low Profile PCI Specification 

[edit] Mini PCI




Mini PCI Wi-Fi card Type IIIB

Mini PCI was added to PCI version 2.2 for use in laptops; it uses a 32-bit, 33 MHz bus with powered connections (3.3 V only; 5 V is limited to 100 mA) and support for bus mastering and DMA. The standard size for Mini PCI cards is approximately 1/4 of their full-sized counterparts. As there is limited external access to the card compared to desktop PCI cards, there are limitations on the functions they may perform.





MiniPCI-to-PCI converter Type III





MiniPCI and MiniPCI Express cards in comparison

Many Mini PCI devices were developed such as Wi-Fi, Fast Ethernet, Bluetooth, modems (often Winmodems), sound cards, cryptographic accelerators, SCSI, IDE–ATA, SATA controllers and combination cards. Mini PCI cards can be used with regular PCI-equipped hardware, using Mini PCI-to-PCI converters. Mini PCI has been superseded by PCI Express Mini Card.

[edit] Technical details of Mini PCI
Mini PCI cards have a 2 W maximum power consumption, which also limits the functionality that can be implemented in this form factor. They also are required to support the CLKRUN# PCI signal used to start and stop the PCI clock for power management purposes.

There are three card form factors: Type I, Type II, and Type III cards. The card connector used for each type include: Type I and II use a 100-pin stacking connector, while Type III uses a 124-pin edge connector, i.e. the connector for Types I and II differs from that for Type III, where the connector is on the edge of a card, like with a SO-DIMM. The additional 24 pins provide the extra signals required to route I/O back through the system connector (audio, AC-Link, LAN, phone-line interface). Type II cards have RJ11 and RJ45 mounted connectors. These cards must be located at the edge of the computer or docking station so that the RJ11 and RJ45 ports can be mounted for external access.

	Type
	Card on outer edge of host system
	Connector
	Size
	Comments

	IA
	No
	100-Pin Stacking
	7.5 × 70 × 45 mm
	Large Z dimension (7.5 mm)

	IB
	No
	100-Pin Stacking
	5.5 × 70 × 45 mm
	Smaller Z dimension (5.5 mm)

	IIA
	Yes
	100-Pin Stacking
	17.44 × 70 × 45 mm
	Large Z dimension (17.44 mm)

	IIB
	Yes
	100-Pin Stacking
	5.5 × 78 × 45 mm
	Smaller Z dimension (5.5 mm)

	IIIA
	No
	124-Pin Card Edge
	2.4 × 59.6 × 50.95 mm
	Larger Y dimension (50.95 mm)

	IIIB
	No
	124-Pin Card Edge
	2.4 × 59.6 × 44.6 mm
	Smaller Y dimension (44.6 mm)


[edit] Other physical variations
Typically consumer systems specify "N × PCI slots" without specifying actual dimensions of the space available. In some small-form-factor systems, this may not be sufficient to allow even "half-length" PCI cards to fit. Despite this limitation, these systems are still useful because many modern PCI cards are considerably smaller than half-length.

[edit] PCI bus transactions
PCI bus traffic is made of a series of PCI bus transactions. Each transaction is made up of an address phase followed by one or more data phases. The direction of the data phases may be from initiator to target (write transaction) or vice-versa (read transaction), but all of the data phases must be in the same direction. Either party may pause or halt the data phases at any point. (One common example is a low-performance PCI device that does not support burst transactions, and always halts a transaction after the first data phase.)

Any PCI device may initiate a transaction. First, it must request permission from a PCI bus arbiter on the motherboard. The arbiter grants permission to one of the requesting devices. The initiator begins the address phase by broadcasting a 32-bit address plus a 4-bit command code, then waits for a target to respond. All other devices examine this address and one of them responds a few cycles later.

64-bit addressing is done using a two-stage address phase. The initiator broadcasts the low 32 address bits, accompanied by a special "dual address cycle" command code. Devices which do not support 64-bit addressing can simply not respond to that command code. The next cycle, the initiator transmits the high 32 address bits, plus the real command code. The transaction operates identically from that point on. To ensure compatibility with 32-bit PCI devices, it is forbidden to use a dual address cycle if not necessary, i.e. if the high-order address bits are all zero.

While the PCI bus transfers 32 bits per data phase, the initiator transmits a 4-bit byte mask indicating which 8-bit bytes are to be considered significant. In particular, a masked write must affect only the desired bytes in the target PCI device.

[edit] PCI address spaces
PCI has three address spaces: memory, I/O address, and configuration.

Memory addresses are 32 bits (optionally 64 bits) in size, support caching and can be burst transactions.

I/O addresses are for compatibility with the Intel x86 architecture's I/O port address space. Although the PCI bus specification allows burst transactions in any address space, most devices only support it for memory addresses and not I/O.

Finally, PCI configuration space provides access to 256 bytes of special configuration registers per PCI device. Each PCI slot gets its own configuration space address range. The registers are used to configure devices memory and I/O addresses ranges they should respond to from transaction initiators. When a computer is first turned on, all PCI devices respond only to their configuration space accesses. The computers BIOS scans for devices and assigns Memory and I/O address ranges to them.

If an address is not claimed by any device, the transaction initiator's address phase will time out causing the initiator to abort the operation. In case of reads, it is customary to supply all-ones for the read data value (0xFFFFFFFF) in this case. PCI devices therefore generally attempt to avoid using the all-ones value in important status registers, so that such an error can be easily detected by software.

[edit] PCI command codes
There are 16 possible 4-bit command codes, and 12 of them are assigned. With the exception of the unique dual address cycle, the least significant bit of the command code indicates whether the following data phases are a read (data sent from target to initiator) or a write (data sent from an initiator to target). PCI targets must examine the command code as well as the address and not respond to address phases which specify an unsupported command code.

The commands that refer to cache lines depend on the PCI configuration space cache line size register being set up properly; they may not be used until that has been done.

0000: Interrupt Acknowledge 

This is a special form of read cycle implicitly addressed to the interrupt controller, which returns an interrupt vector. The 32-bit address field is ignored. One possible implementation is to generate an interrupt acknowledge cycle on an ISA bus using a PCI/ISA bus bridge. This command is for IBM PC compatibility; if there is no Intel 8259 style interrupt controller on the PCI bus, this cycle need never be used. 

0001: Special Cycle 

This cycle is a special broadcast write of system events that PCI card may be interested in. The address field of a special cycle is ignored, but it is followed by a data phase containing a payload message. The currently defined messages announce that the processor is stopping for some reason (e.g. to save power). No device ever responds to this cycle; it is always terminated with a master abort after leaving the data on the bus for at least 4 cycles. 

0010: I/O Read 

This performs a read from I/O space. All 32 bits of the read address are provided, so that a device can (for compatibility reasons) implement less than 4 bytes worth of I/O registers. If the byte enables request data not within the address range supported by the PCI device (e.g. a 4-byte read from a device which only supports 2 bytes of I/O address space), it must be terminated with a target abort. Multiple data cycles are permitted, using linear (simple incrementing) burst ordering. 

The PCI standard is discouraging the use of I/O space in new devices, preferring that as much as possible be done through main memory mapping. 

0011: I/O Write 

This performs a write to I/O space. 

010 x: Reserved 

A PCI device must not respond to an address cycle with these command codes. 

0110: Memory Read 

This performs a read cycle from memory space. Because the smallest memory space a PCI device is permitted to implement is 16 bits, the two least significant bits of the address are not needed; equivalent information will arrive in the form of byte select signals. They instead specify the order in which burst data must be returned. If a device does not support the requested order, it must provide the first word and then disconnect. 

If a memory space is marked as "prefetchable", then the target device must ignore the byte select signals on a memory read and always return 32 valid bits. 

0111: Memory Write 

This operates similarly to a memory read. The byte select signals are more important in a write, as unselected bytes must not be written to memory. 

Generally, PCI writes are faster than PCI reads, because a device can buffer the incoming write data and release the bus faster. For a read, it must delay the data phase until the data has been fetched. 

100 x: Reserved 

A PCI device must not respond to an address cycle with these command codes. 

1010: Configuration Read 

This is similar to an I/O read, but reads from PCI configuration space. A device must respond only if the low 11 bits of the address specify a function and register that it implements, and if the special IDSEL signal is asserted. It must ignore the high 21 bits. Burst reads (using linear incrementing) are permitted in PCI configuration space. 

Unlike I/O space, standard PCI configuration registers are defined so that reads never disturb the state of the device. It is possible for a device to have configuration space registers beyond the standard 64 bytes which have read side effects, but this is rare.[9] 

Configuration space accesses often have a few cycles of delay in order to allow the IDSEL lines to stabilize, which makes them slower than other forms of access. Also, a configuration space access requires a multi-step operation rather than a single machine instruction. Thus, it is best to avoid them during routine operation of a PCI device. 

1011: Configuration Write 

This operates analogously to a configuration read. 

1100: Memory Read Multiple 

This command is identical to a generic memory read, but includes the hint that a long read burst will continue beyond the end of the current cache line, and the target should internally prefetch a large amount of data. A target is always permitted to consider this a synonym for a generic memory read. 

1101: Dual Address Cycle 

When accessing a memory address that requires more than 32 bits to represent, the address phase begins with this command and the low 32 bits of the address, followed by a second cycle with the actual command and the high 32 bits of the address. PCI targets that do not support 64-bit addressing can simply treat this as another reserved command code and not respond to it. This command code can only be used with a non-zero high-order address word; it is forbidden to use this cycle if not necessary. 

1110: Memory Read Line 

This command is identical to a generic memory read, but includes the hint that the read will continue to the end of the cache line. A target is always permitted to consider this a synonym for a generic memory read. 

1111: Memory Write and Invalidate 

This command is identical to a generic memory write, but comes with the guarantee that one or more whole cache lines will be written, with all byte selects enabled. This is an optimization for write-back caches snooping the bus. Normally, a write-back cache holding dirty data must interrupt the write operation long enough write its own dirty data first. If the write is performed using this command, the data to be written back is guaranteed to be irrelevant, and can simply be invalidated in the write-back cache. 

This optimization only affects the snooping cache, and makes no difference to the target, which may treat this as a synonym for the memory write command. 

[edit] PCI bus signals
PCI bus transactions are controlled by five main control signals, two driven by the initiator of a transaction (FRAME# and IRDY#), and three driven by the target (DEVSEL#, TRDY#, and STOP#). There are two additional arbitration signals (REQ# and GNT#) which are used to obtain permission to initiate a transaction. All are active-low, meaning that the active or asserted state is a low voltage. Pull-up resistors on the motherboard ensure they will remain high (inactive or deasserted) if not driven by any device, but the PCI bus does not depend on the resistors to change the signal level; all devices drive the signals high for one cycle before ceasing to drive the signals.

[edit] Signal timing
All PCI bus signals are sampled on the rising edge of the clock. Signals nominally change on the falling edge of the clock, giving each PCI device approximately one half a clock cycle to decide how to respond to the signals it observed on the rising edge, and one half a clock cycle to transmit its response to the other device.

The PCI bus requires that every time the device driving a PCI bus signal changes, one turnaround cycle must elapse between the time the one device stops driving the signal and the other device starts. Without this, there might be a period when both devices were driving the signal, which would interfere with bus operation.

The combination of this turnaround cycle and the requirement to drive a control line high for one cycle before ceasing to drive it means that each of the main control lines must be high for a minimum of two cycles when changing owners. The PCI bus protocol is designed so this is rarely a limitation; only in a few special cases (notably fast back-to-back transactions) is it necessary to insert additional delay to meet this requirement.

[edit] Arbitration
Any device on a PCI bus that is capable of acting as a bus master may initiate a transaction with any other device. To ensure that only one transaction is initiated at a time, each master must first wait for a bus grant signal, GNT#, from an arbiter located on the motherboard. Each device has a separate request line REQ# that requests the bus, but the arbiter may "park" the bus grant signal at any device if there are no current requests.

The arbiter may remove GNT# at any time. A device which loses GNT# may complete its current transaction, but may not start one (by asserting FRAME#) unless it observes GNT# asserted the cycle before it begins.

The arbiter may also provide GNT# at any time, including during another master's transaction. During a transaction, either FRAME# or IRDY# or both are asserted; when both are deasserted, the bus is idle. A device may initiate a transaction at any time that GNT# is asserted and the bus is idle.

[edit] Address phase
A PCI bus transaction begins with an address phase. The initiator, seeing that it has GNT# and the bus is idle, drives the target address onto the AD[31:0] lines, the associated command (e.g. memory read, or I/O write) on the C/BE[3:0]# lines, and pulls FRAME# low.

Each other device examines the address and command and decides whether to respond as the target by asserting DEVSEL#. A device must respond by asserting DEVSEL# within 3 cycles. Devices which promise to respond within 1 or 2 cycles are said to have "fast DEVSEL" or "medium DEVSEL", respectively. (Actually, the time to respond is 2.5 cycles, since PCI devices must transmit all signals half a cycle early so that they can be received three cycles later.)

Note that a device must latch the address on the first cycle; the initiator is required to remove the address and command from the bus on the following cycle, even before receiving a DEVSEL# response. The additional time is available only for interpreting the address and command after it is captured.

On the fifth cycle of the address phase (or earlier if all other devices have medium DEVSEL or faster), a catch-all "subtractive decoding" is allowed for some address ranges. This is commonly used by an ISA bus bridge for addresses within its range (24 bits for memory and 16 bits for I/O).

On the sixth cycle, if there has been no response, the initiator may abort the transaction by deasserting FRAME#. This is known as master abort termination and it is customary for PCI bus bridges to return all-ones data (0xFFFFFFFF) in this case. PCI devices therefore are generally designed to avoid using the all-ones value in important status registers, so that such an error can be easily detected by software.

[edit] Address phase timing
              _  0_  1_  2_  3_  4_  5_

        CLK _/ \_/ \_/ \_/ \_/ \_/ \_/

            ___

       GNT#    \___/XXXXXXXXXXXXXXXXXXX (GNT# Irrelevant after cycle has started)

            _______

     FRAME#        \___________________

                    ___

   AD[31:0] -------<___>--------------- (Address only valid for one cycle.)

                    ___ _______________

 C/BE[3:0]# -------<___X_______________ (Command, then first data phase byte enables)

            _______________________

    DEVSEL#            \___\___\___\___

                     Fast Med Slow Subtractive

              _   _   _   _   _   _   _

        CLK _/ \_/ \_/ \_/ \_/ \_/ \_/

                 0   1   2   3   4   5

On the rising edge of clock 0, the initiator observes FRAME# and IRDY# both high, and GNT# low, so it drives the address, command, and asserts FRAME# in time for the rising edge of clock 1. Targets latch the address and begin decoding it. They may respond with DEVSEL# in time for clock 2 (fast DEVSEL), 3 (medium) or 4 (slow). Subtractive decode devices, seeing no other response by clock 4, may respond on clock 5. If the master does not see a response by clock 5, it will terminate the transaction and remove FRAME# on clock 6.

TRDY# and STOP# are deasserted (high) during the address phase. The initiator may assert IRDY# as soon as it is ready to transfer data, which could theoretically be as soon as clock 2.

[edit] Dual-cycle address
To allow 64-bit addressing, a master will present the address over two consecutive cycles. First, it sends the low-order address bits with a special "dual-cycle address" command on the C/BE[3:0]#. On the following cycle, it sends the high-order address bits and the actual command. Dual-address cycles are forbidden if the high-order address bits are zero, so devices which do not support 64-bit addressing can simply not respond to dual cycle commands.

              _  0_  1_  2_  3_  4_  5_  6_

        CLK _/ \_/ \_/ \_/ \_/ \_/ \_/ \_/

            ___

       GNT#    \___/XXXXXXXXXXXXXXXXXXXXXXX

            _______

     FRAME#        \_______________________

                    ___ ___

   AD[31:0] -------<___X___>--------------- (Low, then high bits)

                    ___ ___ _______________

 C/BE[3:0]# -------<___X___X_______________ (DAC, then actual command)

            ___________________________

    DEVSEL#                \___\___\___\___

                         Fast Med Slow

              _   _   _   _   _   _   _   _

        CLK _/ \_/ \_/ \_/ \_/ \_/ \_/ \_/

                 0   1   2   3   4   5   6

[edit] Configuration access
Addresses for PCI configuration space access are decoded specially. For these, the low-order address lines specify the offset of the desired PCI configuration register, and the high-order address lines are ignored. Instead, an additional address signal, the IDSEL input, must be high before a device may assert DEVSEL#. Each slot connects a different high-order address line to the IDSEL pin, and is selected using one-hot encoding on the upper address lines.

[edit] Data phases
After the address phase (specifically, beginning with the cycle that DEVSEL# goes low) comes a burst of one or more data phases. In all cases, the initiator drives active-low byte select signals on the C/BE[3:0]# lines, but the data on the AD[31:0] may be driven by the initiator (on case of writes) or target (in case of reads).

During data phases, the C/BE[3:0]# lines are interpreted as active-low byte enables. In case of a write, the asserted signals indicate which of the four bytes on the AD bus are to be written to the addressed location. In the case of a read, they indicate which bytes the initiator is interested in. For reads, it is always legal to ignore the byte enable signals and simply return all 32 bits; cacheable memory resources are required to always return 32 valid bits. The byte enables are mainly useful for I/O space accesses where reads have side effects.

A data phase with all four C/BE# lines deasserted is explicitly permitted by the PCI standard, and must have no effect on the target (other than to advance the address in the burst access in progress).

The data phase continues until both parties are ready to complete the transfer and continue to the next data phase. The initiator asserts IRDY# (initiator ready) when it no longer needs to wait, while the target asserts TRDY# (target ready). Whichever side is providing the data must drive it on the AD bus before asserting its ready signal.

Once one of the participants asserts its ready signal, it may not become un-ready or otherwise alter its control signals until the end of the data phase. The data recipient must latch the AD bus each cycle until it sees both IRDY# and TRDY# asserted, which marks the end of the current data phase and indicates that the just-latched data is the word to be transferred.

To maintain full burst speed, the data sender then has half a clock cycle after seeing both IRDY# and TRDY# asserted to drive the next word onto the AD bus.

             0_  1_  2_  3_  4_  5_  6_  7_  8_  9_

        CLK _/ \_/ \_/ \_/ \_/ \_/ \_/ \_/ \_/ \_/

                ___         _______     ___ ___ ___  

   AD[31:0] ---<___XXXXXXXXX_______XXXXX___X___X___ (If a write)

                ___             ___ _______ ___ ___

   AD[31:0] ---<___>~~~<XXXXXXXX___X_______X___X___ (If a read)

                ___ _______________ _______ ___ ___

 C/BE[3:0]# ---<___X_______________X_______X___X___ (Must always be valid)

            _______________      |  ___  |   |   |

      IRDY#              x \_______/ x \___________  

            ___________________  |       |   |   |

      TRDY#              x   x \___________________ 

            ___________          |       |   |   |

    DEVSEL#            \___________________________

            ___                  |       |   |   |

     FRAME#    \___________________________________

              _   _   _   _   _  |_   _  |_  |_  |_

        CLK _/ \_/ \_/ \_/ \_/ \_/ \_/ \_/ \_/ \_/

             0   1   2   3   4   5   6   7   8   9

This continues the address cycle illustrated above, assuming a single address cycle with medium DEVSEL, so the target responds in time for clock 3. However, at that time, neither side is ready to transfer data. For clock 4, the initiator is ready, but the target is not. On clock 5, both are ready, and a data transfer takes place (as indicated by the vertical lines). For clock 6, the target is ready to transfer, but the initator is not. On clock 7, the initiator becomes ready, and data is transferred. For clocks 8 and 9, both sides remain ready to transfer data, and data is transferred at the maximum possible rate (32 bits per clock cycle).

In case of a read, clock 2 is reserved for turning around the AD bus, so the target is not permitted to drive data on the bus even if it is capable of fast DEVSEL.

[edit] Fast DEVSEL# on reads
A target that supports fast DEVSEL could in theory begin responding to a read the cycle after the address is presented. This cycle is, however, reserved for AD bus turnaround. Thus, a target may not drive the AD bus (and thus may not assert TRDY#) on the second cycle of a transaction. Note that most targets will not be this fast and will not need any special logic to enforce this condition.

[edit] Ending transactions
Either side may request that a burst end after the current data phase. Simple PCI devices that do not support multi-word bursts will always request this immediately. Even devices that do support bursts will have some limit on the maximum length they can support, such as the end of their addressable memory.

[edit] Initiator burst termination
The initiator can mark any data phase as the final one in a transaction by deasserting FRAME# at the same time as it asserts IRDY#. The cycle after the target asserts TRDY#, the final data transfer is complete, both sides deassert their respective RDY# signals, and the bus is idle again. The master may not deassert FRAME# before asserting IRDY#, nor may it deassert FRAME# while waiting, with IRDY# asserted, for the target to assert TRDY#.

The only minor exception is a master abort termination, when no target responds with DEVSEL#. Obviously, it is pointless to wait for TRDY# in such a case. However, even in this case, the master must assert IRDY# for at least one cycle after deasserting FRAME#. (Commonly, a master will assert IRDY# before receiving DEVSEL#, so it must simply hold IRDY# asserted for one cycle longer.) This is to ensure that bus turnaround timing rules are obeyed on the FRAME# line.

 Target burst termination
The target requests the initiator end a burst by asserting STOP#. The initiator will then end the transaction by deasserting FRAME# at the next legal opportunity; if it wishes to transfer more data, it will continue in a separate transaction. There are several ways for the target to do this:

Disconnect with data 

If the target asserts STOP# and TRDY# at the same time, this indicates that the target wishes this to be the last data phase. For example, a target that does not support burst transfers will always do this to force single-word PCI transactions. This is the most efficient way for a target to end a burst. 

Disconnect without data 

If the target asserts STOP# without asserting TRDY#, this indicates that the target wishes to stop without transferring data. STOP# is considered equivalent to TRDY# for the purpose of ending a data phase, but no data is transferred. 

Retry 

A Disconnect without data before transferring any data is a retry, and unlike other PCI transactions, PCI initiators are required to pause slightly before continuing the operation. See the PCI specification for details. 

Target abort 

Normally, a target holds DEVSEL# asserted through the last data phase. However, if a target deasserts DEVSEL# before disconnecting without data (asserting STOP#), this indicates a target abort, which is a fatal error condition. The initiator may not retry, and typically treats it as a bus error. Note that a target may not deassert DEVSEL# while waiting with TRDY# or STOP# low; it must do this at the beginning of a data phase. 

There will always be at least one more cycle after a target-initiated disconnection, to allow the master to deassert FRAME#. There are two sub-cases, which take the same amount of time, but one requires an additional data phase:

Disconnect-A 

If the initiator observes STOP# before asserting its own IRDY#, then it can end the burst by deasserting FRAME# at the end of the current data phase. 

Disconnect-B 

If the initiator has already asserted IRDY# (without deasserting FRAME#) by the time it observes the target's STOP#, it is already committed to an additional data phase. The target must wait through an additional data phase, holding STOP# asserted without TRDY#, before the transaction can end. 

If the initiator ends the burst at the same time as the target requests disconnection, there is no additional bus cycle.

[edit] Burst addressing
For memory space accesses, the words in a burst may be accessed in several orders. The unnecessary low-order address bits AD[1:0] are used to convey the initiator's requested order. A target which does not support a particular order must terminate the burst after the first word. Some of these orders depend on the cache line size, which is configurable on all PCI devices.

	PCI burst ordering

	A[1]
	A[0]
	Burst order (with 16-byte cache line)

	0
	0
	Linear incrementing (0x0C, 0x10, 0x14, 0x18, 0x1C, ...)

	0
	1
	Cacheline toggle (0x0C, 0x08, 0x04, 0x00, 0x1C, 0x18, ...)

	1
	0
	Cacheline wrap (0x0C, 0x00, 0x04, 0x08, 0x1C, 0x10, ...)

	1
	1
	Reserved (disconnect after first transfer)


If the starting offset within the cache line is zero, all of these modes reduce to the same order.

Cache line toggle and cache line wrap modes are two forms of critical-word-first cache line fetching. Toggle mode XORs the supplied address with an incrementing counter. This is the native order for Intel 486 and Pentium processors. It has the advantage that it is not necessary to know the cache line size to implement it.

PCI version 2.1 obsoleted toggle mode and added the cache line wrap mode,[1] where fetching proceeds linearly, wrapping around at the end of each cache line. When one cache line is completely fetched, fetching jumps to the starting offset in the next cache line.

Note that most PCI devices only support a limited range of typical cache line sizes; if the cache line size is programmed to an unexpected value, they force single-word access.

PCI also supports burst access to I/O and configuration space, but only linear mode is supported. (This is rarely used, and may be buggy in some devices; they may not support it, but not properly force single-word access either.)

[edit] Transaction examples
This is the highest-possible speed four-word write burst, terminated by the master:

             0_  1_  2_  3_  4_  5_  6_  7_ 

        CLK _/ \_/ \_/ \_/ \_/ \_/ \_/ \_/ \

                ___ ___ ___ ___ ___    

   AD[31:0] ---<___X___X___X___X___>---<___>

                ___ ___ ___ ___ ___

 C/BE[3:0]# ---<___X___X___X___X___>---<___>

                     |   |   |   |  ___

      IRDY# ^^^^^^^^\______________/   ^^^^^  

                     |   |   |   |  ___

      TRDY# ^^^^^^^^\______________/   ^^^^^ 

                     |   |   |   |  ___

    DEVSEL# ^^^^^^^^\______________/   ^^^^^

            ___      |   |   |  ___

     FRAME#    \_______________/ | ^^^^\____ 

              _   _  |_  |_  |_  |_   _   _ 

        CLK _/ \_/ \_/ \_/ \_/ \_/ \_/ \_/ \

             0   1   2   3   4   5   6   7

On clock edge 1, the initiator starts a transaction by driving an address, command, and asserting FRAME# The other signals are idle (indicated by ^^^), pulled high by the motherboard's pull-up resistors. That might be their turnaround cycle. On cycle 2, the target asserts both DEVSEL# and TRDY#. As the initiator is also ready, a data transfer occurs. This repeats for three more cycles, but before the last one (clock edge 5), the master deasserts FRAME#, indicating that this is the end. On clock edge 6, the AD bus and FRAME# are undriven (turnaround cycle) and the other control lines are driven high for 1 cycle. On clock edge 7, another initiator can start a different transaction. This is also the turnaround cycle for the other control lines.

The equivalent read burst takes one more cycle, because the target must wait 1 cycle for the AD bus to turn around before it may assert TRDY#:

             0_  1_  2_  3_  4_  5_  6_  7_  8_ 

        CLK _/ \_/ \_/ \_/ \_/ \_/ \_/ \_/ \_/ \

                ___     ___ ___ ___ ___    

   AD[31:0] ---<___>---<___X___X___X___>---<___>

                ___ _______ ___ ___ ___

 C/BE[3:0]# ---<___X_______X___X___X___>---<___>

            ___          |   |   |   |  ___

      IRDY#    ^^^^\___________________/   ^^^^^  

            ___    _____ |   |   |   |  ___

      TRDY#    ^^^^     \______________/   ^^^^^ 

            ___          |   |   |   |  ___

    DEVSEL#    ^^^^\___________________/   ^^^^^

            ___          |   |   |  ___

     FRAME#    \___________________/ | ^^^^\____ 

              _   _   _  |_  |_  |_  |_   _   _

        CLK _/ \_/ \_/ \_/ \_/ \_/ \_/ \_/ \_/ \

             0   1   2   3   4   5   6   7   8

A high-speed burst terminated by the target will have an extra cycle at the end:

             0_  1_  2_  3_  4_  5_  6_  7_  8_ 

        CLK _/ \_/ \_/ \_/ \_/ \_/ \_/ \_/ \_/ \

                ___     ___ ___ ___ ___    

   AD[31:0] ---<___>---<___X___X___X___XXXX>----

                ___ _______ ___ ___ ___ ___

 C/BE[3:0]# ---<___X_______X___X___X___X___>----

                         |   |   |   |      ___

      IRDY# ^^^^^^^\_______________________/     

                   _____ |   |   |   |  _______

      TRDY# ^^^^^^^     \______________/        

                   ________________  |      ___

      STOP# ^^^^^^^      |   |   | \_______/    

                         |   |   |   |      ___

    DEVSEL# ^^^^^^^\_______________________/   

            ___          |   |   |   |  ___

     FRAME#    \_______________________/   ^^^^ 

              _   _   _  |_  |_  |_  |_   _   _

        CLK _/ \_/ \_/ \_/ \_/ \_/ \_/ \_/ \_/ \

             0   1   2   3   4   5   6   7   8

On clock edge 6, the target indicates that it wants to stop (with data), but the initiator is already holding IRDY# low, so there is a fifth data phase (clock edge 7), during which no data is transferred.

[edit] Parity
The PCI bus detects parity errors, but does not attempt to correct them by retrying operations; it is purely a failure indication. Because of this, there is no need to detect the parity error before it has happened, and the PCI bus actually detects it a few cycles later. During a data phase, whichever device is driving the AD[31:0] lines computes even parity over them and the C/BE[3:0]# lines, and sends that out the PAR line one cycle later. All access rules and turnaround cycles for the AD bus apply to the PAR line, just one cycle later. The device listening on the AD bus checks the received parity and asserts the PERR# (parity error) line one cycle after that. This generally generates a processor interrupt, and the processor can search the PCI bus for the device which detected the error.

The PERR# line is only used during data phases, once a target has been selected. If a parity error is detected during an address phase (or the data phase of a Special Cycle), the devices which observe it assert the SERR# (System error) line.

Even when some bytes are masked by the C/BE# lines and not in use, they must still have some defined value, and this value must be used to compute the parity.

[edit] Fast back-to-back transactions
Due to the need for a turnaround cycle between different devices driving PCI bus signals, in general it is necessary to have an idle cycle between PCI bus transactions. However, in some circumstances it is permitted to skip this idle cycle, going directly from the final cycle of one transfer (IRDY# asserted, FRAME# deasserted) to the first cycle of the next (FRAME# asserted, IRDY# deasserted).

An initiator may only perform back-to-back transactions when:
· they are by the same initiator (or there would be no time to turn around the C/BE# and FRAME# lines), 

· the first transaction was a write (so there is no need to turn around the AD bus), and 

· the initiator still has permission (from its GNT# input) to use the PCI bus. 

Additional timing constraints may come from the need to turn around are the target control lines, particularly DEVSEL#. The target deasserts DEVSEL#, driving it high, in the cycle following the final data phase, which in the case of back-to-back transactions is the first cycle of the address phase. The second cycle of the address phase is then reserved for DEVSEL# turnaround, so if the target is different from the previous one, it must not assert DEVSEL# until the third cycle (medium DEVSEL speed).

One case where this problem cannot arise is if the initiator knows somehow (presumably because the addresses share sufficient high-order bits) that the second transfer is addressed to the same target as the previous one. In that case, it may perform back-to-back transactions. All PCI targets must support this.

It is also possible for the target keeps track of the requirements. If it never does fast DEVSEL, they are met trivially. If it does, it must wait until medium DEVSEL time unless:

· the current transaction was preceded by an idle cycle (is not back-to-back), or 

· the previous transaction was to the same target, or 

· the current transaction began with a double address cycle. 

Targets which have this capability indicate it by a special bit in a PCI configuration register, and if all targets on a bus have it, all initiators may use back-to-back transfers freely.

A subtractive decoding bus bridge must know to expect this extra delay in the event of back-to-back cycles in order to advertise back-to-back support.

[edit] 64-bit PCI
This section explains only basic 64-bit PCI; the full PCI-X protocol extension is much more extensive.

The PCI specification includes optional 64-bit support. This is provided via an extended connector which provides the 64-bit bus extensions AD[63:32], C/BE[7:4]#, and PAR64. (It also provides a number of additional power and ground pins.)

Memory transactions between 64-bit devices may use all 64 bits to double the data transfer rate. Non-memory transactions (including configuration and I/O space accesses) may not use the 64-bit extension. During a 64-bit burst, burst addressing works just as in a 32-bit transfer, but the address is incremented twice per data phase. The starting address must be 64-bit aligned; i.e. AD2 must be 0. The data corresponding to the intervening addresses (with AD2 = 1) is carried on the upper half of the AD bus.

To initiate a 64-bit transaction, the initiator drives the starting address on the AD bus and asserts REQ64# at the same time as FRAME#. If the selected target can support a 64-bit transfer for this transaction, it replies by asserting ACK64# at the same time as DEVSEL#. Note that a target may decide on a per-transaction basis whether to allow a 64-bit transfer.

If REQ64# is asserted during the address phase, the initiator also drives the high 32 bits of the address and a copy of the bus command on the high half of the bus. If the address requires 64 bits, a dual address cycle is still required, but the high half of the bus carries the upper half of the address and the final command code during both address phase cycles; this allows a 64-bit target to see the entire address and begin responding earlier.

If the initiator sees DEVSEL# asserted without ACK64#, it performs 32-bit data phases. The data which would have been transferred on the upper half of the bus during the first data phase is instead transferred during the second data phase. Typically, the initiator drives all 64 bits of data before seeing DEVSEL#. If ACK64# is missing, it may cease driving the upper half of the data bus.

The REQ64# and ACK64# lines are held asserted for the entire transaction save the last data phase, and deasserted at the same time as FRAME# and DEVSEL#, respectively.

The PAR64 line operates just like the PAR line, but provides even parity over AD[63:32] and C/BE[7:4]#. It is only valid for address phases if REQ64# is asserted. PAR64 is only valid for data phases if both REQ64# and ACK64# are asserted.

[edit] Cache snooping (obsolete)
PCI originally included optional support for write-back cache coherence. This required support by cacheable memory targets, which would listen to two pins from the cache on the bus, SDONE (snoop done) and SBO# (snoop backoff).[10]
Because this was rarely implemented in practice, it was deleted from revision 2.2 of the PCI specification,[5]

 HYPERLINK "http://en.wikipedia.org/wiki/Conventional_PCI" \l "cite_note-pci22-10#cite_note-pci22-10" [11] and the pins re-used for SMBus access in revision 2.3.[4]
The cache would watch all memory accesses, without asserting DEVSEL#. If it noticed an access that might be cached, it would drive SDONE low (snoop not done). A coherence-supporting target would avoid completing a data phase (asserting TRDY#) until it observed SDONE high.

In the case of a write to data that was clean in the cache, the cache would only have to invalidate its copy, and would assert SDONE as soon as this was established. However, if the cache contained dirty data, the cache would have to write it back before the access could proceed. so it would assert SBO# when raising SDONE. This would signal the active target to assert STOP# rather than TRDY#, causing the initiator to disconnect and retry the operation later. In the meantime, the cache would arbitrate for the bus and write its data back to memory.

Targets supporting cache coherency are also required to terminate bursts before they cross cache lines.

PCI Express (Peripheral Component Interconnect Express), officially abbreviated as PCIe (or PCI-E, as it is commonly called), is a computer expansion card standard designed to replace the older PCI, PCI-X, and AGP standards. PCIe 2.1 is the latest standard for expansion cards that is available on mainstream personal computers.[1]
PCI Express is used in consumer, server, and industrial applications, as a motherboard-level interconnect (to link motherboard-mounted peripherals) and as an expansion card interface for add-in boards. A key difference between PCIe and earlier buses is a topology based on point-to-point serial links, rather than a shared parallel bus architecture.

The PCIe electrical interface is also used in a variety of other standards, most notably the ExpressCard laptop expansion card interface.

Conceptually, the PCIe bus can be thought of as a high-speed serial replacement of the older (parallel) PCI/PCI-X bus.[2] At the software level, PCIe preserves compatibility with PCI; a PCIe device can be configured and used in legacy applications and operating systems which have no direct knowledge of PCIe's newer features (however you cannot insert a PCIe card into a PCI slot). In terms of bus protocol, PCIe communication is encapsulated in packets. The work of packetizing and depacketizing data and status-message traffic is handled by the transaction layer of the PCIe port (described later). Radical differences in electrical signaling and bus protocol require the use of a different mechanical form factor and expansion connectors (and thus, new motherboards and new adapter boards).

	PCI Express

	Year created
	2004

	Created by
	Intel, Dell, IBM, HP

	Supersedes
	AGP, PCI, PCI-X

	Width in bits
	1-32

	Number of devices
	Two devices, with one device each on each endpoint of the connection. PCI Express switches can be used to create multiple endpoints out of one endpoint to allow sharing of one endpoint with multiple devices.

	Capacity
	Per lane: 

· v1.x: 250 MB/s 

· v2.x: 500 MB/s 

· v3.0: 1 GB/s 

16 lane slot:

· v1.x: 4 GB/s 

· v2.x: 8 GB/s 

· v3.0: 16 GB/s 

	Style
	Serial

	Hotplugging interface
	Yes, if ExpressCard or PCI Express ExpressModule

	External interface
	Yes, with PCI Express External Cabling


Architecture
PCIe, unlike previous PC expansion standards, is structured around point-to-point serial links, a pair of which (one in each direction) make up a lane; rather than a shared parallel bus. These lanes are routed by a hub on the main-board acting as a crossbar switch. This dynamic point-to-point behavior allows more than one pair of devices to communicate with each other at the same time. In contrast, older PC interfaces had all devices permanently wired to the same bus; therefore, only one device could send information at a time. This format also allows channel grouping, where multiple lanes are bonded to a single device pair in order to provide higher bandwidth.

The number of lanes is negotiated during power-up or explicitly during operation. By making the lane count flexible, a single standard can provide for the needs of high-bandwidth cards (e.g., graphics, 10 Gigabit Ethernet and multiport Gigabit Ethernet cards) while being economical for less demanding cards.

Unlike preceding PC expansion interface standards, PCIe is a network of point-to-point connections. This removes the need for bus arbitration or waiting for the bus to be free, and enables full duplex communication. While standard PCI-X (133 MHz 64 bit) and PCIe ×4 have roughly the same data transfer rate, PCIe ×4 will give better performance if multiple device pairs are communicating simultaneously or if communication between a single device pair is bidirectional.

Format specifications are maintained and developed by the PCI-SIG (PCI Special Interest Group), a group of more than 900 companies that also maintain the Conventional PCI specifications.

[edit] Interconnect
PCIe devices communicate via a logical connection called an interconnect[3] or link. A link is a point-to-point communication channel between 2 PCIe ports, allowing both to send/receive ordinary PCI-requests (configuration read/write, I/O read/write, memory read/write) and interrupts (INTx, MSI, MSI-X). At the physical level, a link is composed of 1 or more lanes.[3] Low-speed peripherals (such as an 802.11 Wi-Fi card) use a single-lane (×1) link, while a graphics adapter typically uses a much wider (and thus, faster) 16-lane link.

[edit] Lane
A lane is composed of a transmit and receive pair of differential lines. Each lane is composed of 4 wires or signal paths, meaning conceptually, each lane is a full-duplex byte stream, transporting data packets in 8 bit 'byte' format, between endpoints of a link, in both directions simultaneously.[4] Physical PCIe slots may contain from one to thirty-two lanes, in powers of two (1, 2, 4, 8, 16 and 32).[3] Lane counts are written with an × prefix (e.g., ×16 represents a sixteen-lane card or slot), with ×16 being the largest size in common use.[5]
[edit] Serial bus
The bonded serial format was chosen over a traditional parallel format due to the phenomenon of timing skew. Timing skew is a direct result of the limitations imposed by the speed of an electrical signal traveling down a wire, which it does at a finite speed. Because signal paths across an interface have different finite lengths, parallel signals transmitted simultaneously arrive at their destinations at slightly different times. When the interface clock rate increases to the point where the wavelength of a single bit is less than the smallest difference between path lengths, the bits of a single word do not arrive at their destination simultaneously, making parallel recovery of the word difficult. Thus, the speed of the electrical signal, combined with the difference in length between the longest and shortest path in a parallel interconnect, leads to a naturally imposed maximum bandwidth. Serial channel bonding avoids this issue by not requiring the bits to arrive simultaneously. PCIe is just one example of a general trend away from parallel buses to serial interconnects. Other examples include Serial ATA, USB, SAS, FireWire and RapidIO. Multichannel serial design increases flexibility by allowing slow devices to be allocated fewer lanes than fast devices.

[edit] Form factors
[edit] PCI Express (standard)




PCI Express slots (from top to bottom: x4 , x16, x1 and x16), compared to a traditional 32-bit PCI slot (bottom), as seen on DFI's LanParty nF4 SLI-DR.

A PCIe card will fit into a slot of its physical size or larger, but may not fit into a smaller PCIe slot. Some slots use open-ended sockets to permit physically longer cards and will negotiate the best available electrical connection. The number of lanes actually connected to a slot may also be less than the number supported by the physical slot size. An example is a x8 slot that actually only runs at ×1; these slots will allow any ×1, ×2, ×4 or ×8 card to be used, though only running at ×1 speed. This type of socket is described as a ×8 (×1 mode) slot, meaning it physically accepts up to ×8 cards but only runs at ×1 speed. The advantage gained is that a larger range of PCIe cards can still be used without requiring the motherboard hardware to support the full transfer rate, which keeps design and implementation costs down.

[edit] Pinout
	PCI express ×4 connector pinout

	Pin
	Side B
	Side A
	Comments

	1
	+12V
	PRSNT1#
	Pulled low to indicate card inserted

	2
	+12V
	+12V
	

	3
	Reserved
	+12V
	

	4
	Ground
	Ground
	

	5
	SMCLK
	TCK
	SMBus and JTAG port pins

	6
	SMDAT
	TDI
	

	7
	Ground
	TDO
	

	8
	+3.3V
	TMS
	

	9
	TRST#
	+3.3V
	

	10
	+3.3Vaux
	+3.3V
	Standby power

	11
	WAKE#
	PWRGD
	Link reactivation, power good.

	Key notch

	12
	Reserved
	Ground
	

	13
	Ground
	REFCLK+
	Reference clock differential pair

	14
	HSOp(0)
	REFCLK-
	Lane 0 transmit data, + and −

	15
	HSOn(0)
	Ground
	

	16
	Ground
	HSIp(0)
	Lane 0 receive data, + and −

	17
	PRSNT2#
	HSIn(0)
	

	18
	Ground
	Ground
	

	

	19
	HSOp(1)
	Reserved
	Lane 1 transmit data, + and −

	20
	HSOn(1)
	Ground
	

	21
	Ground
	HSIp(1)
	Lane 1 receive data, + and −

	22
	Ground
	HSIn(1)
	

	23
	HSOp(2)
	Ground
	Lane 2 transmit data, + and −

	24
	HSOn(2)
	Ground
	

	25
	Ground
	HSIp(2)
	Lane 2 receive data, + and −

	26
	Ground
	HSIn(2)
	

	27
	HSOp(3)
	Ground
	Lane 3 transmit data, + and −

	28
	HSOn(3)
	Ground
	

	29
	Ground
	HSIp(3)
	Lane 3 receive data, + and −

	30
	Ground
	HSIn(3)
	

	31
	PRSNT2#
	Ground
	

	32
	Ground
	Reserved
	


An x1 slot is a shorter version of this, ending after pin 18. ×8 and ×16 slots extend the pattern.

	Legend

	Ground pin
	Zero volt reference

	Power pin
	Supplies power to the PCIe card

	Output pin
	Signal from the card to the motherboard

	Input pin
	Signal from the motherboard to the card

	Open drain
	May be pulled low and/or sensed by multiple cards

	Sense pin
	Pulled up by the motherboard, pulled low by the card

	Reserved
	Not presently used, do not connect


[edit] PCI Express Mini Card




A WLAN PCI Express Mini Card and its connector.





MiniPCI and MiniPCI Express cards in comparison

PCI Express Mini Card (also known as Mini PCI Express, Mini PCIe, and Mini PCI-E) is a replacement for the Mini PCI form factor based on PCI Express. It is developed by the PCI-SIG. The host device supports both PCI Express and USB 2.0 connectivity, and each card uses whichever the designer feels most appropriate to the task. Most laptop computers built after 2005 are based on PCI Express and can have several Mini Card slots.

[edit] Physical dimensions
PCI Express Mini Cards are 30×50.95 mm. There is a 52 pin edge connector, consisting of two staggered rows on a 0.8 mm pitch. Each row has 8 contacts, a gap equivalent to 4 contacts, then a further 18 contacts. A half-length card is also specified 30×26.8 mm. Cards have a thickness of 1.0 mm (excluding components)..

[edit] Electrical interface
PCI Express Mini Card edge connector provide multiple connections and buses:

· PCIe ×1 

· USB 2.0 

· SMBus 

· Wires to diagnostics LEDs for wireless network (i.e., WiFi) status on computer's chassis 

· SIM card for GSM and WCDMA applications 

· Future extension for another PCIe lane 

· 1.5 and 3.3 volt power 

[edit] EeePC flash connector
Some netbooks (notably the Asus EeePC and Dell mini9) use a variant of the PCI Express Mini Card for flash or SSD. This variant uses the reserved and several non-reserved pins to implement SATA and IDE interface passthrough, keeping only USB, ground lines and maybe the core 1x bus intact.[6] This makes the 'miniPCIe' flash and solid state drives sold for netbooks largely incompatible with true PCI Express Mini implementations. Also the typical Asus miniPCIe SSD is 71mm long, causing the Dell 51mm model often being (incorrectly) referred to as half length.

[edit] PCI Express External Cabling
PCI Express External Cabling (also known as External PCI Express or Cabled PCI Express) specifications were released by the PCI-SIG in February 2007.[7]

 HYPERLINK "http://en.wikipedia.org/wiki/PCI_Express" \l "cite_note-7#cite_note-7" [8]
Standard cables and connectors have been defined for ×1, ×4, ×8, and ×16 link widths, with a transfer rate of 250 MB/s per lane. The PCI-SIG also expects the norm will evolve to reach the 500 MB/s as found in PCI Express 2.0. The maximum cable length hasn't been determined yet.

[edit] Derivative forms
There are several other expansion card types derived from PCIe. These include:

· Low height card 

· ExpressCard: successor to the PC card form factor (with ×1 PCIe and USB 2.0; hot-pluggable) 

· PCI Express ExpressModule: a hot-pluggable modular form factor defined for servers and workstations 

· XMC: similar to the CMC/PMC form factor (with ×4 PCIe or Serial RapidI/O) 

· AdvancedTCA: a complement to CompactPCI for larger applications; supports serial based backplane topologies 

· AMC: a complement to the AdvancedTCA specification; supports processor and I/O modules on ATCA boards (×1, ×2, ×4 or ×8 PCIe). 

· FeaturePak: a tiny expansion card format (43 x 65 mm) for embedded and small form factor applications; it implements two x1 PCIe links on a high-density connector along with USB, I2C, and up to 100 points of I/O. 

· Universal IO: A variant from Super Micro Computer Inc designed for use in low profile rack mounted chassis. It has the connector bracket reversed so it cannot fit in a normal PCI Express socket, but is pin compatible and may be inserted if the bracket is removed. 

[edit] History
While in development, PCIe was initially referred to as HSI (for High Speed Interconnect), and underwent a name change to 3GIO (for 3rd Generation I/O) before finally settling on its PCI-SIG name PCI Express. It was first drawn up by a technical working group named the Arapaho Work Group (AWG) which, for initial drafts, consisted of an Intel only team of architects. Subsequently the AWG was expanded to include industry partners.

PCIe is a technology under constant development and improvement. The current PCI Express implementation is version 2.1, with version 3.0 proposed. The following subsections briefly describe PCIe versions 1.0 through 3.0.

[edit] PCI Express 1.0
In 2004, Intel introduced PCIe 1.0, with a data rate of 250 MB/s and a transfer rate of 2.5 GT/s.

[edit] PCI Express 2.0
PCI-SIG announced the availability of the PCI Express Base 2.0 specification on 15 January 2007.[9] The PCIe 2.0 standard doubles the per-lane throughput from the PCIe 1.0 standard's 250 MB/s to 500 MB/s. This means a 32-lane PCI connector (x32) can support throughput up to 16 GB/s aggregate. The PCIe 2.0 standard uses a base clock speed of 5.0 GHz, while the first version operates at 2.5 GHz.

PCIe 2.0 motherboard slots are fully backward compatible with PCIe v1.x cards. PCIe 2.0 cards are also generally backward compatible with PCIe 1.x motherboards, using the available bandwidth of PCI Express 1.1. Overall, graphic cards or motherboards designed for v 2.0 will be able to work with the other being v 1.1 or v 1.0.

The PCI-SIG also said that PCIe 2.0 features improvements to the point-to-point data transfer protocol and its software architecture.[10]
In June 2007 Intel released the specification of the Intel P35 chipset which supports only PCIe 1.1, not PCIe 2.0.[11] Some people may be confused by the P35 block diagram which states the Intel P35 has a PCIe x16 graphics link (8 GB/s) and 6 PCIe x1 links (500 MB/s each).[12] For simple verification one can view the P965 block diagram which shows the same number of lanes and bandwidth but was released before PCIe 2.0 was finalized.[original research?] Intel's first PCIe 2.0 capable chipset was the X38 and boards began to ship from various vendors (Abit, Asus, Gigabyte) as of October 21, 2007.[13] AMD started supporting PCIe 2.0 with its AMD 700 chipset series and nVidia started with the MCP72.[14] The specification of the Intel P45 chipset includes PCIe 2.0.

[edit] PCI Express 2.1
PCI Express 2.1 supports a large proportion of the management, support, and troubleshooting systems planned to be fully implemented in PCI Express 3.0. However, the speed is the same as PCI Express 2.0.

[edit] PCI Express 3.0
In August 2007, PCI-SIG announced that PCI Express 3.0 will carry a bit rate of 8 gigatransfers per second. The final specification is due in the second quarter of 2010 and will be backwards compatible with existing PCIe implementations.[15] New features for PCIe 3.0 specification include a number of optimizations for enhanced signaling and data integrity, including transmitter and receiver equalization, PLL improvements, clock data recovery, and channel enhancements for currently supported topologies.[16]
Following a six-month technical analysis of the feasibility of scaling the PCIe interconnect bandwidth, PCI-SIG's analysis found out that 8 gigatransfers per second can be manufactured in mainstream silicon process technology, and can be deployed with existing low-cost materials and infrastructure, while maintaining full compatibility (with negligible impact) to the PCIe protocol stack.

PCIe 2.0 delivers 5 GT/s, but employs an 8b/10b encoding scheme which results in a 20 percent overhead on the raw bit rate. By removing the requirement for the 8b/10b encoding scheme, and replacing it with a 128b/130b encoding scheme that has ~1.5 percent overhead,[17] PCIe 3.0's 8 GT/s bit rate effectively delivers double PCIe 2.0 bandwidth. According to an official press release by PCI-SIG on 8 August 2007:

"The final PCIe 3.0 specifications, including form factor specification updates, may be available by late 2009, and could be seen in products starting in 2010 and beyond."[18]
As of January 2010[update], the release of the final specifications has been delayed until Q2 2010.[19] PCI-SIG expects the PCIe 3.0 specifications to undergo rigorous technical vetting and validation before being released to the industry. This process, which was followed in the development of prior generations of the PCIe Base and various form factor specifications, includes the corroboration of the final electrical parameters with data derived from test silicon and other simulations conducted by multiple members of the PCI-SIG.

[edit] Current status
PCI Express has replaced AGP as the default interface for graphics cards on new systems. With a few exceptions, all graphics cards being released as of 2009 from ATI and NVIDIA use PCI Express. NVIDIA uses the high bandwidth data transfer of PCIe for its Scalable Link Interface (SLI) technology, which allows multiple graphics cards of the same chipset and model number to be run in tandem, allowing increased performance. ATI also has developed a multi-GPU system based on PCIe called CrossFire. AMD and NVIDIA have released motherboard chipsets which support up to four PCIe ×16 slots, allowing tri-GPU and quad-GPU card configurations.

Uptake for other forms of PC expansion has been much slower and conventional PCI remains dominant. PCI Express is commonly used for disk array controllers, onboard gigabit Ethernet and wi-fi but add-in cards are still generally conventional PCI, particularly at the lower end of the market. Sound cards, modems, serial port cards and other cards with low-speed interfaces are still nearly all conventional PCI. For this reason most motherboards supporting PCI Express offer conventional PCI slots as well.

ExpressCard has been introduced on several mid- to high-range laptops such as Apple's MacBook Pro line. Unlike desktops, however, laptops frequently only have one expansion slot. Replacing the PC card slot with ExpressCard slot means a loss in compatibility with PC-card devices.

[edit] Hardware protocol summary
The PCIe link is built around dedicated unidirectional couples of serial (1-bit), point-to-point connections known as lanes. This is in sharp contrast to the conventional PCI connection, which is a bus-based system where all the devices share the same bidirectional, 32-bit (or 64-bit), parallel bus.

PCI Express is a layered protocol, consisting of a transaction layer, a data link layer, and a physical layer. The Data Link Layer is subdivided to include a media access control (MAC) sublayer. The Physical Layer is subdivided into logical and electrical sublayers. The Physical logical-sublayer contains a physical coding sublayer (PCS). (Terms borrowed from the IEEE 802 model of networking protocol.)

[edit] Physical layer
The PCIe Physical Layer (PHY, PCIEPHY , PCI Express PHY, or PCIe PHY) specification is divided into two sub-layers, corresponding to electrical and logical specifications. The logical sublayer is sometimes further divided into a MAC sublayer and a PCS, although this division is not formally part of the PCIe specification. A specification published by Intel, the PHY Interface for PCI Express (PIPE),[20] defines the MAC/PCS functional partitioning and the interface between these two sub-layers. The PIPE specification also identifies the physical media attachment (PMA) layer, which includes the serializer/deserializer (SerDes) and other analog circuitry; however, since SerDes implementations vary greatly among ASIC vendors, PIPE does not specify an interface between the PCS and PMA.

At the electrical level, each lane consists of two unidirectional LVDS or PCML pairs at 2.525 Gbit/s. Transmit and receive are separate differential pairs, for a total of 4 data wires per lane.

A connection between any two PCIe devices is known as a link, and is built up from a collection of 1 or more lanes. All devices must minimally support single-lane (x1) link. Devices may optionally support wider links composed of 2, 4, 8, 12, 16, or 32 lanes. This allows for very good compatibility in two ways:

· a PCIe card will physically fit (and work correctly) in any slot that is at least as large as it is (e.g., an ×1 sized card will work in any sized slot); 

· a slot of a large physical size (e.g., ×16) can be wired electrically with fewer lanes (e.g., ×1, ×4, or ×8) as long as it provides the power and ground connections required by the larger physical slot size. 

In both cases, PCIe will negotiate the highest mutually supported number of lanes.

Even though the two would be signal-compatible, it is not usually possible to place a physically larger PCIe card (e.g., a ×16 sized card) into a smaller slot —though some motherboards have open-ended PCIe slots that will allow this.

The width of a PCIe connector is 8.8 mm, while the height is 11.25 mm, and the length is variable. The fixed section of the connector is 11.65 mm in length and contains 2 rows of 11 (22 pins total), while the length of the other section is variable depending on the number of lanes. The pins are spaced at 1 mm intervals, and the thickness of the card going into the connector is 1.8 mm.[21]
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	Lanes
	Pins Total
	variable section
	Total Length
	variable section

	×1
	2×18=36[23]
	2×7=14
	25 mm
	 7.65 mm

	×4
	2×32=64
	2×21=42
	39 mm
	21.65 mm

	×8
	2×49=98
	2×38=76
	56 mm
	38.65 mm

	×16
	2×82=164
	2×71=142
	89 mm
	71.65 mm


[edit] Data transmission
PCIe sends all control messages, including interrupts, over the same links used for data. The serial protocol can never be blocked, so latency is still comparable to conventional PCI, which has dedicated interrupt lines.

Data transmitted on multiple-lane links is interleaved, meaning that each successive byte is sent down successive lanes. The PCIe specification refers to this interleaving as "data striping". While requiring significant hardware complexity to synchronize (or deskew) the incoming striped data, striping can significantly reduce the latency of the nth byte on a link. Due to padding requirements, striping may not necessarily reduce the latency of small data packets on a link.

As with all high data rate serial transmission protocols, clocking information must be embedded in the signal. At the physical level, PCI Express utilizes the very common 8b/10b encoding scheme[24] to ensure that strings of consecutive ones or consecutive zeros are limited in length. This is necessary to prevent the receiver from losing track of where the bit edges are. In this coding scheme every 8 (uncoded) payload bits of data are replaced with 10 (encoded) bits of transmit data, causing a 20% overhead in the electrical bandwidth. To improve the available bandwidth, PCI Express version 3.0 employs 128b/130b encoding instead: similar but with much lower overhead.

Many other protocols (such as SONET) use a different form of encoding known as scrambling to embed clock information into data streams. The PCIe specification also defines a scrambling algorithm, but it is used to reduce electromagnetic interference (EMI) by preventing repeating data patterns in the transmitted data stream.

[edit] Data link layer
The Data Link Layer implements the sequencing of the transaction layer packets (TLPs) that are generated by the transaction layer, data protection via a 32-bit cyclic redundancy check code (CRC, known in this context as LCRC) and an acknowledgement protocol (ACK and NAK signaling). TLPs that pass an LCRC check and a sequence number check result in an acknowledgement, or ACK, while those that fail these checks result in a negative acknowledgement, or NAK. TLPs that result in a NAK, or timeouts that occur while waiting for an ACK, result in the TLPs being replayed from a special buffer in the transmit data path of the data link layer. This guarantees delivery of TLPs in spite of electrical noise, barring any malfunction of the device or transmission medium.

ACK and NAK signals are communicated via a low-level packet known as a data link layer packet (DLLP). DLLPs are also used to communicate flow control information between the transaction layers of two connected devices, as well as some power management functions.

[edit] Transaction layer
PCI Express implements split transactions (transactions with request and response separated by time), allowing the link to carry other traffic while the target device gathers data for the response.

PCI Express utilizes credit-based flow control. In this scheme, a device advertises an initial amount of credit for each of the receive buffers in its transaction layer. The device at the opposite end of the link, when sending transactions to this device, will count the number of credits consumed by each TLP from its account. The sending device may only transmit a TLP when doing so does not result in its consumed credit count exceeding its credit limit. When the receiving device finishes processing the TLP from its buffer, it signals a return of credits to the sending device, which then increases the credit limit by the restored amount. The credit counters are modular counters, and the comparison of consumed credits to credit limit requires modular arithmetic. The advantage of this scheme (compared to other methods such as wait states or handshake-based transfer protocols) is that the latency of credit return does not affect performance, provided that the credit limit is not encountered. This assumption is generally met if each device is designed with adequate buffer sizes.

PCIe 1.x is often quoted to support a data rate of 250 MB/s in each direction, per lane. This figure is a calculation from the physical signaling rate (2.5 Gbaud) divided by the encoding overhead (10 bits per byte.) This means a sixteen lane (×16) PCIe card would then be theoretically capable of 16×250 MB/s = 4 GB/s in each direction. While this is correct in terms of data bytes, more meaningful calculations will be based on the usable data payload rate, which depends on the profile of the traffic, which is a function of the high-level (software) application and intermediate protocol levels.

Like other high data rate serial interconnect systems, PCIe has a protocol and processing overhead due to the additional transfer robustness (CRC and acknowledgements). Long continuous unidirectional transfers (such as those typical in high-performance storage controllers) can approach >95% of PCIe's raw (lane) data rate. These transfers also benefit the most from increased number of lanes (×2, ×4, etc.) But in more typical applications (such as a USB or Ethernet controller), the traffic profile is characterized as short data packets with frequent enforced acknowledgements.[25] This type of traffic reduces the efficiency of the link, due to overhead from packet parsing and forced interrupts (either in the device's host interface or the PC's CPU.) Being a protocol for devices connected to the same printed circuit board, it does not require the same tolerance for transmission errors as a protocol for communication over longer distances, and thus, this loss of efficiency is not particular to PCIe.

[edit] Uses
[edit] External PCIe video cards
Theoretically, External PCIe could give a notebook the graphic power of a desktop, by connecting a notebook with any PCIe desktop video card (enclosed in its own external housing); however, only one finalized product and two concept products exist. All three deliver the power of the video card to external displays only, and all connect to a notebook through an ExpressCard interface, which limits the bandwidth from an inserted ×16 video card (4 GB/s in each direction), to just ×1 (250 MB/s in each direction).[26]
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IBM/Lenovo has also included a PCI-Express slot in their Advanced Docking Station 250310U. It provides a half sized slot with an x16 length slot, but only x1 connectivity.[31] However, docking stations with expansion slots are becoming less common as the laptops are getting more advanced video cards and either DVI-D interfaces, or DVI-D pass through for port replicators and docking stations.

Additionally, Nvidia has developed Quadro Plex external PCIe Video Cards that can be used for advanced graphic applications. These video cards require a PCI Express ×8 or ×16 slot for the interconnection cable.[32] AMD has recently announced the ATI XGP technology based on proprietary cabling solution which is compatible with PCIe signal transmissions.[33]
There are now card hubs in development that one can connect to a laptop through an ExpressCard slot, though they are currently rare, obscure, or unavailable on the open market. These hubs can have full-sized cards placed in them, but they can support only an external monitor and not the laptop monitor.

[edit] Competing protocols
Several communications standards have emerged based on high bandwidth serial architectures. These include but are not limited to InfiniBand, RapidIO, StarFabric and HyperTransport.

Essentially the differences are based on the tradeoffs between flexibility and extensibility vs latency and overhead. An example of such a tradeoff is adding complex header information to a transmitted packet to allow for complex routing (PCI Express is not capable of this). This additional overhead reduces the effective bandwidth of the interface and complicates bus discovery and initialization software. Also making the system hot-pluggable requires that software track network topology changes. Examples of buses suited for this purpose are InfiniBand and StarFabric.

Another example is making the packets shorter to decrease latency (as is required if a bus is to be operated as a memory interface). Smaller packets mean that the packet headers consume a higher percentage of the packet, thus decreasing the effective bandwidth. Examples of bus protocols designed for this purpose are RapidIO and HyperTransport.

PCI Express falls somewhere in the middle, targeted by design as a system interconnect (local bus) rather than a device interconnect or routed network protocol. Additionally, its design goal of software transparency constrains the protocol and raises its latency somewhat.

The Accelerated Graphics Port (often shortened to AGP) is a high-speed point-to-point channel for attaching a video card to a computer's motherboard, primarily to assist in the acceleration of 3D computer graphics. Since 2004, AGP has been progressively phased out in favor of PCI Express. As of mid-2009, PCIe cards dominate the market, but new AGP cards and motherboards are still available for purchase, though OEM driver support is minimal.[1]
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An AGP slot (maroon color) and two 5v PCI slots (PC bracket to left)

	Year created
	1997

	Created by
	Intel
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	PCI Express (2004)
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	32
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Advantages over PCI
As computers became increasingly graphically oriented, successive generations of graphics adapters began to push the limits of PCI, a bus with shared bandwidth. This led to the development of AGP, a "bus" dedicated to graphics adapters.

The primary advantage of AGP over PCI is that it provides a dedicated pathway between the slot and the processor rather than sharing the PCI bus. In addition to a lack of contention for the bus, the point-to-point connection allows for higher clock speeds. AGP also uses sideband addressing, meaning that the address and data buses are separated so the entire packet does not need to be read to get addressing information. This is done by adding eight extra 8-bit buses which allow the graphics controller to issue new AGP requests and commands at the same time with other AGP data flowing via the main 32 address/data (AD) lines. This results in improved overall AGP data throughput.

In addition, to load a texture, a PCI graphics card must copy it from the system's RAM into the card's framebuffer, whereas an AGP card is capable of reading textures directly from system RAM using the Graphics Address Remapping Table (GART). GART reapportions main memory as needed for texture storage, allowing the graphics card to access them directly.[2] The maximum amount of system memory available to AGP is defined as the AGP aperture.

The two main reasons graphics cards with the PCI interface are still produced are that, first, they can be used in nearly any PC; because while some motherboards with built-in graphics adapters lack an AGP slot, few, if any, modern desktop PCs lack PCI slots. Secondly, a user with an appropriate operating system can use several PCI graphics cards (or several PCI graphics cards in combination with one AGP card) simultaneously — to give many different video outputs (for the use of many screens). This is almost impossible with AGP 1.0 and AGP 2.0 cards, because they do not support more than one AGP Master (video card) per AGP Target (chipset interface). AGP 3.0 does support more than one AGP Master per AGP Target, but nonetheless few PC motherboards are equipped with more than one AGP slot. Some server-class computers support having multiple AGP slots in a single system: the HP AlphaServer GS1280 has up to 64 AGP slots,[3] the AlphaServer ES80 up to 4 AGP slots, and the AlphaServer ES47 up to 2 AGP slots.

[edit] History
The AGP slot first appeared on x86 compatible system boards based on Socket 7 Pentium and Slot 1 Pentium II processors. Intel introduced AGP support with the i440LX Slot 1 chipset on the 26th of August 1997 and a flood of products followed from all the major system board vendors.[4]
The first Socket 7 chipsets to support AGP were the VIA Apollo VP3, SiS 5591/5592, and the ALI Aladdin V. Intel never released an AGP-equipped Socket 7 chipset. FIC demonstrated the first Socket 7 AGP system board in November 1997 as the FIC PA-2012 based on the VIA Apollo VP3 chipset, followed very quickly by the EPoX P55-VP3 also based on the VIA VP3 chipset which was first to market.[5]
Early video chipsets featuring AGP support included the Rendition Vérité V2200, 3dfx Voodoo Banshee, Nvidia RIVA 128, 3Dlabs PERMEDIA 2, Intel i740, ATI Rage series, Matrox Millennium II, and S3 ViRGE GX/2. Some early AGP boards used graphics processors built around PCI and were simply bridged to AGP. This resulted in the cards benefiting little from the new bus, with the only improvement used being the 66 MHz bus clock, with its resulting doubled bandwidth over PCI, and bus exclusivity. Examples of such cards were the Voodoo Banshee, Vérité V2200, Millennium II, and S3 ViRGE GX/2. Intel's i740 was explicitly designed to exploit the new AGP feature set. In fact it was designed to texture only from AGP memory, making PCI versions of the board difficult to implement (local board RAM had to emulate AGP memory.)

Microsoft first introduced AGP support into Windows 95 OEM Service Release 2 (OSR2 version 1111 or 950B) via the USB SUPPLEMENT to OSR2 patch.[6] After applying the patch the Windows 95 system became Windows 95 version 4.00.950 B. The first Windows NT-based operating system to receive AGP support was Windows NT 4.0 with service pack 3, introduced in 1997. Linux support for AGP enhanced fast data transfers was first added in 1999 with the implementation of the AGPgart kernel module.

[edit] Versions
Intel released the first version of AGP, titled “AGP specification 1.0,” in 1997.[7] It included both the 1x and 2x speeds.[4] Specification 2.0 documented AGP 4X[8] and 3.0 documented 8X.[9] Available versions include:

	AGP and PCI: 32-bit buses operating at 66 and 33 MHz respectively

	Specification
	Speed
	Pumping
	Rate (MB/s)
	Frequency (MHz)
	Voltage (V)

	PCI
	-
	-
	133
	33
	3.3

	AGP 1.0
	1x
	single
	266
	66
	3.3

	AGP 1.0
	2x
	double
	533
	66
	3.3

	AGP 2.0
	4x
	quad
	1066
	66
	1.5

	AGP 3.0
	8x
	octuple
	2133
	66
	0.8

	AGP 3.5 *
	8x
	octuple
	2133
	66
	0.8


· AGP version 3.5 is only publicly mentioned by Microsoft under Universal Accelerated Graphics Port (UAGP), which specifies mandatory supports of extra registers once marked optional under AGP 3.0. Upgraded registers include PCISTS, CAPPTR, NCAPID, AGPSTAT, AGPCMD, NISTAT, NICMD. New required registers include APBASELO, APBASEHI, AGPCTRL, APSIZE, NEPG, GARTLO, GARTHI. 

There are various physical interfaces (i.e. shape of slots), as explained in the Compatibility section below.

[edit] Official extensions
[edit] AGP Pro
It is an official extension for cards that required more electrical power. It is a longer slot with additional pins for that purpose. AGP Pro cards were usually workstation-class cards used to accelerate professional computer-aided design applications employed in the fields of architecture, machining, engineering, simulations, and similar fields.

[edit] 64-bit AGP
A 64-bit channel was once proposed as an optional standard for AGP 3.0 in draft documents,[10] but it was dropped in the final version of the standard.

The standard allows 64-bit transfer for AGP8X Reads, Writes, and Fast Writes; 32-bit transfer for PCI operations.

[edit] Unofficial variations
A number of non-standard variations of the AGP interface have been produced by manufacturers.

[edit] Internal AGP interface
Ultra-AGP, Ultra-AGPII 

It is an internal AGP interface standard used by SiS for the north bridge controllers with integrated graphics. The original version supports same bandwidth as AGP 8x, while Ultra-AGPII has maximum 3.2GB/s bandwidth. 

[edit] PCI-based AGP ports
AGP Express 

Not a true AGP interface, but rather a way to allow an AGP card to be connected over the legacy PCI bus on a PCI Express motherboard. It is a technology found on ECS motherboards, and is used as a selling point for AGP card owners who want a new motherboard but do not want to be forced to buy a PCIe graphics card as well (most new motherboards do not provide AGP slots, only PCIe slots). An "AGP Express" slot is basically a PCI slot (with the electrical power of two) in the AGP form factor. While it offers backward compatibility with AGP cards, its disadvantages include incomplete support (some AGP cards do not work with AGP Express) and reduced performance—the card is forced to use the shared PCI bus at its lower bandwidth, rather than having exclusive use of the faster AGP. 

AGI 

The ASRock Graphics Interface (AGI) is a proprietary variant of the Accelerated Graphics Port (AGP) standard. Its purpose is to provide AGP-support for those of Asrock's motherboards that use chipsets lacking native AGP-support. However, it's not fully compatible and several videocard chipsets are known to not be supported. 

AGX 

The EpoX Advanced Graphics eXtended (AGX) is also a proprietary variant of the Accelerated Graphics Port (AGP) standard. It shares the same problems with the AGI port explained above. User manuals even recommend not using AGP 8X ATI cards with AGX slots. 

XGP 

The Biostar Xtreme Graphics Port is also a variant of the Accelerated Graphics Port (AGP) standard. It is similar to the two standards above, in that it supports AGP cards with chipsets that do not support AGP. Also like the above, it has support issues with many AGP cards. 

[edit] PCIe based AGP ports
AGR 

The Advanced Graphics Riser is a variation of the AGP port used in some PCIe motherboards made by MSI to offer a limited backwards compatibility with AGP. It is, effectively, a modified PCIe slot allowing for performance comparable to an AGP 4x/8x slot,[11] but with limited support of AGP cards. The manufacturer has published a non-exhaustive compatibility list of cards and chipsets that do work with the modified slot. 

[edit] Compatibility


Compatibility, AGP Keys on card (top), on slot (bottom)
AGP cards are backward and forward compatible within limits. 1.5 V-only keyed cards will not go into 3.3 V slots and vice versa, though "Universal" slots exist which accept either type of card. AGP Pro cards will not fit into standard slots, but standard AGP cards will work in a Pro slot. Some cards, like Nvidia's GeForce 6 series or ATI's Radeon X800 series, only have keys for 1.5 V to prevent them from being installed in older mainboards without 1.5 V support. Some of the last modern cards with 3.3 V support were the Nvidia GeForce FX series and the ATI Radeon 9500/9700/9800(R350) (but not 9600/9800(R360)).

It is important to check voltage compatibility as some cards incorrectly have dual notches and some motherboards incorrectly have fully open slots. Furthermore, some poorly designed older 3.3 V cards incorrectly have the 1.5 V key. Inserting a card into a slot that does not support the correct signaling voltage may cause damage.

Motherboard slots with both 3.3 V and 1.5 V keys do not exist.

There are some proprietary exceptions to this rule. For example, Apple Power Macintosh computers with the Apple Display Connector (ADC) have an extra connector which delivers power to the attached display. Additionally, moving cards between computers of various CPU architectures may not work due to firmware issues.

[edit] Use today
As of 2010[update], few new motherboards feature AGP slots. No new motherboard chipsets are equipped with AGP support, but motherboards continue to be produced with older chipsets that have AGP support. PCI Express allows for higher data transfer rates, has more robust full-duplex support, and also supports other devices.

All new graphics processors are designed for PCI-Express. To create AGP graphics cards, those chips require an additional PCIe to AGP bridge chip to convert PCIe signals to and from AGP signals. This incurs additional board costs due to the need for the additional bridge chip and for a separate AGP-designed circuit board.

Various manufacturers of graphics cards continue to produce AGP cards for the shrinking AGP user-base. The first bridged cards were the GeForce 6600 and ATI Radeon X800 XL boards, released during 2004-5.[12]
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	Year created
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	Created by
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	Superseded by
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	Width in bits
	8 or 16

	Number of devices
	Up to 6 devices

	Capacity
	8 MHz

	Style
	Parallel

	Hotplugging interface
	no

	External interface
	no


Industry Standard Architecture (in practice almost always shortened to ISA) was a computer bus standard for IBM compatible computers.
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History
The ISA bus was developed by a team lead by Mark Dean at IBM as part of the IBM PC project in 1981. It originated as an 8-bit system and was extended in 1983 for the XT system architecture. The newer 16-bit standard, the IBM AT bus, was introduced in 1984. In 1988, the Gang of Nine IBM PC compatible manufacturers put forth the 32-bit EISA standard and in the process retroactively renamed the AT bus to "ISA" to avoid infringing IBM's trademark on its PC/AT computer. IBM designed the 8-bit version as a buffered interface to the external bus of the Intel 8088 (16/8 bit) CPU used in the original IBM PC and PC/XT, and the 16-bit version as an upgrade for the external bus of the Intel 80286 CPU used in the IBM AT. Therefore, the ISA bus was synchronous with the CPU clock, until sophisticated buffering methods were developed and implemented by chipsets to interface ISA to much faster CPUs.

Designed to connect peripheral cards to the motherboard, ISA allows for bus mastering although only the first 16 MB of main memory are available for direct access. The 8-bit bus ran at 4.77 MHz (the clock speed of the IBM PC and IBM PC/XT's 8088 CPU), while the 16-bit bus operated at 6 or 8 MHz (because the 80286 CPUs in IBM PC/AT computers ran at 6 MHz in early models and 8 MHz in later models.) IBM RT/PC also used the 16-bit bus. It was also available on some non-IBM compatible machines such as the short-lived AT&T Hobbit and later PowerPC based BeBox.





Madge 4/16Mbps TokenRing ISA NIC.





Ethernet 10Base-5/2 ISA NIC.

In 1987, IBM moved to replace the AT bus with their proprietary Micro Channel Architecture (MCA) in an effort to regain control of the PC architecture and the PC market. (Note the relationship between the IBM term "I/O Channel" for the AT-bus and the name "Micro Channel" for IBM's intended replacement.) MCA had many features that would later appear in PCI, the successor of ISA, but MCA was a closed standard, unlike ISA (PC-bus and AT-bus) for which IBM had released full specifications and even circuit schematics. The system was far more advanced than the AT bus, and computer manufacturers responded with the Extended Industry Standard Architecture (EISA) and later, the VESA Local Bus (VLB). In fact, VLB used some electronic parts originally intended for MCA because component manufacturers already were equipped to manufacture them. Both EISA and VLB were backwards-compatible expansions of the AT (ISA) bus.

Users of ISA-based machines had to know special information about the hardware they were adding to the system. While a handful of devices were essentially "plug-n-play," this was rare. Users frequently had to configure several parameters when adding a new device, such as the IRQ line, I/O address, or DMA channel. MCA had done away with this complication, and PCI actually incorporated many of the ideas first explored with MCA (though it was more directly descended from EISA).

This trouble with configuration eventually led to the creation of ISA PnP, a plug-n-play system that used a combination of modifications to hardware, the system BIOS, and operating system software to automatically manage resource allocations. This required a system with an advanced programmable interrupt controller (APIC) replacing the Intel 8259 which the PC was born with. In reality, ISA PnP can be a major headache, and didn't become well-supported until the architecture was in its final days since the APIC chip was a serependitious addition to ISA by the PCI standard, which required an APIC.

PCI slots were the first physically-incompatible expansion ports to directly squeeze ISA off the motherboard. At first, motherboards were largely ISA, including a few PCI slots. By the mid-1990s, the two slot types were roughly balanced, and ISA slots soon were in the minority of consumer systems. Microsoft's PC 97 specification recommended that ISA slots be removed entirely, though the system architecture still required ISA to be present in some vestigial way internally to handle the floppy drive, serial ports, etc, which was why the software compatible LPC bus was created. ISA slots remained for a few more years, and towards the turn of the century it was common to see systems with an Accelerated Graphics Port (AGP) sitting near the central processing unit, an array of PCI slots, and one or two ISA slots near the end. Now (in late 2008), even floppy disk drives and serial ports are disappearing, and the extinction of vestigial ISA (by then the LPC bus) from chipsets may be on the horizon.

It is also notable that PCI slots are "rotated" compared to their ISA counterparts—PCI cards were essentially inserted "upside-down," allowing ISA and PCI connectors to squeeze together on the motherboard. Only one of the two connectors can be used in each slot at a time, but this allowed for greater flexibility.

The AT Attachment (ATA) hard disk interface is directly descended from ISA (the AT bus). ATA has its origins in hardcards that integrated a hard disk controller (HDC) — usually with an ST-506/ST-412 interface — and a hard disk drive on the same ISA adapter. This was at best awkward from a mechanical structural standpoint, as ISA slots were not designed to support such heavy devices as hard disks (and the 3.5" form-factor hard disks of the time were about twice as tall and heavy as modern drives), so the next generation of Integrated Drive Electronics drives moved both the drive and controller to a drive bay and used a ribbon cable and a very simple interface board to connect it to an ISA slot. ATA, at its essence, is basically a standardization of this arrangement, combined with a uniform command structure for software to interface with the controller on a drive. ATA has since been separated from the ISA bus, and connected directly to the local bus (usually by integration into the chipset), to be clocked much much faster than ISA could support and with much higher throughput. (Notably when ISA was introduced as the AT bus, there was no distinction between a local and extension bus, and there were no chipsets.) Still, ATA retains details which reveal its relationship to ISA. The 16-bit transfer size is the most obvious example; the signal timing, particularly in the PIO modes, is also highly correlated, and the interrupt and DMA mechanisms are clearly from ISA. (The article about ATA has more detail about this history.)

[edit] ISA bus architecture


The PC/XT-bus is an eight-bit ISA bus used by Intel 8086 and Intel 8088 systems in the IBM PC and IBM PC XT in the 1980s. Among its 62 pins were demultiplexed and electrically buffered versions of the eight data and 20 address lines of the 8088 processor, along with power lines, clocks, read/write strobes, interrupt lines, etc. Power lines included -5V and +/-12 V in order to directly support pMOS and enhancement mode nMOS circuits such as dynamic RAMs among other things. The XT bus architecture uses a single Intel 8259 PIC, giving eight vectorized and prioritized interrupt lines. It has four DMA channels, three of which are brought out to the XT bus expansion slots; of these, two are normally already allocated to machine functions (diskette drive and hard disk controller):

	DMA channel
	Expansion
	Standard function

	0
	No
	Dynamic RAM refresh

	1
	Yes
	Add-on cards

	2
	Yes
	Floppy disk controller

	3
	Yes
	Hard disk controller


The PC/AT-bus is a 16-bit (or 80286-) version of the PC/XT bus was introduced with the IBM PC/AT, officially termed I/O Channel by IBM. It extends the XT-bus by adding a second shorter edge connector in-line with the eight-bit XT-bus connector, which is unchanged, retaining compatibility with most 8-bit cards. The second connector adds four additional address lines for a total of 24, and eight additional data lines for a total of 16. It also adds new interrupt lines connected to a second 8259 PIC (connected to one of the lines of the first) and four 16-bit DMA channels, as well as control lines to select 8 or 16 bit transfers.

The 16-bit AT bus slot originally used two standard edge connector sockets in early IBM PC/AT machines. However, with the popularity of the AT-architecture and the 16-bit ISA bus, manufacturers introduced specialized 98-pin connectors that integrated the two sockets into one unit. These can be found in almost every AT-class PC manufactured after the mid-1980s. The ISA slot connector is typically black (distinguishing it from the brown EISA connectors and white PCI connectors).

[edit] Number of devices
Motherboard devices have dedicated IRQs (not present in the slots). 16-bit devices can use either PC-bus or PC/AT-bus IRQs. It is therefore possible to connect up to 6 devices that use one 8-bit IRQ each, or up to 5 devices that use one 16-bit IRQ each. At the same time, up to four devices may use one 8-bit DMA channel each, while up to three devices can use one 16-bit DMA channel each.

[edit] Varying bus speeds
Originally, the bus clock was synchronous with the CPU clock, resulting in varying bus clock frequencies among the many different IBM "clones" on the market (sometimes as high as 16 or 20 MHz), leading to software or electrical timing problems for certain ISA cards at bus speeds they were not designed for. Later motherboards and/or integrated chipsets used a separate clock generator or a clock divider which either fixed the ISA bus frequency at 4, 6 or 8 MHz or allowed the user to adjust the frequency via the BIOS setup. When used at a higher bus frequency, some ISA cards (certain Hercules-compatible video cards, for instance), could show significant performance improvements.

[edit] 8/16-bit Incompatibilities
Memory address decoding for the selection of 8 or 16-bit transfer mode was limited to 128 KB sections - A0000..BFFFF, C0000..DFFFF, E0000..FFFFF leading to problems when mixing 8 and 16-bit cards, as they could not co-exist in the same 128 KB area.

[edit] Current use
ISA is still used today for specialized industrial purposes. The PC/104 bus, used in industrial and embedded applications, is a derivative of the ISA bus, utilizing the same signal lines with different connectors. The LPC bus has replaced the ISA bus as the connection to the legacy I/O devices on recent motherboards; while physically quite different, LPC looks just like ISA to software, so that the peculiarities of ISA such as the 16 MiB DMA limit (which corresponds to the full address space of the Intel 80286 CPU used in the original IBM AT) are likely to stick around for a while.

As explained in the History section, ISA was the basis for development of the ATA interface, used for ATA (a.k.a. IDE) and more recently Serial ATA (SATA) hard disks. Physically, ATA is essentially a simple subset of ISA, with 16 data bits, support for exactly one IRQ and one DMA channel, and 3 address bits plus two IDE address select ("chip select") lines, plus a few unique signal lines specific to ATA/IDE hard disks (such as the Cable Select/Spindle Sync. line.) ATA goes beyond and far outside the scope of ISA by also specifying a set of physical device registers to be implemented on every ATA (IDE) drive and accessed using the address bits and address select signals in the ATA physical interface channel; ATA also specifies a full set of protocols and device commands for controlling fixed disk drives using these registers, through which all operations of ATA hard disks are performed. A further deviation between ISA and ATA is that while the ISA bus remained locked into a single standard clock rate (for backward compatibility), the ATA interface offered many different speed modes, could select among them to match the maximum speed supported by the attached drives, and kept adding faster speeds with later versions of the ATA standard (up to 133 MB/s for ATA-6, the latest.) In most forms, ATA ran much faster than ISA.

Before the 16-bit ATA/IDE interface, there was an 8-bit XT-IDE (also known as XTA) interface for hard disks, though it was not nearly as popular as ATA has become, and XT-IDE hardware is now fairly hard to find (for those vintage computer enthusiasts who may look for it.) Some XT-IDE adapters were available as 8-bit ISA cards, and XTA sockets were also present on the motherboards of Amstrad's later XT clones. The XTA pinout was very similar to ATA, but only eight data lines and two address lines were used, and the physical device registers had completely different meanings. A few hard drives (such as the Seagate ST351A/X) could support either type of interface, selected with a jumper.

A derivation of ATA was the PCMCIA specification, merely a wire-adapter away from ATA. This then meant that Compact Flash, based on PCMCIA, were (and are) ATA compliant and can, with a very simple adapter, be used on ATA ports.

[edit] Emulation by embedded chips
Although most computers do not have physical ISA buses all IBM compatible computers — x86, and x86-64 (most non-mainframe, non-embedded) — have ISA buses allocated in virtual address space. Embedded controller chips (southbridge) and CPUs themselves provide services such as temperature monitoring and voltage readings through these buses as ISA devices.

[edit] Standardization
IEEE started a standardization of the ISA bus in 1985, called the P996 specification. However, despite there even having been books published on the P996 specification, it never officially progressed past draft status.
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One of the first 10 MMD-1s, a prototype unit, produced by E&L Instruments in 1976. The "dyna-micro"/"MMD-1" was the world's first true single board computer. The MMD-1 had all components on a single printed circuit board, including memory, I/O, user input device, and a display. Nothing external to the single board except power was required to both program and run the MMD-1. The original design of the MMD-1 was called the "dyna-micro", but it was soon re-branded as the "MMD-1"





A 486/Pentium SBC with power supply and flatscreen





Close up of SBC

Single-board computers (SBCs) are complete computers built on a single circuit board. The design is centered on a single or dual microprocessor with RAM, IO and all other features needed to be a functional computer on the one board. The first true single-board computer (see the May 1976 issue of Radio-Electronics) called the "dyna-micro" was based on the Intel C8080A, and also used Intel's first EPROM, the C1702A. The dyna-micro was re-branded by E&L Instruments of Derby, CT in 1976 as the "MMD-1" (Mini-Micro Designer 1) and was made famous as the example microcomputer in the very popular 8080 "BugBook" series of the time. SBCs also figured heavily in the early history of home computers, for example in the Acorn Electron and the BBC Micro. Other typical early single board computers were often shipped without enclosure, which had to be added by the owner, examples are the Ferguson Big Board and the Nascom.

With the development of PCs there was a sharp shift away from SBC, with computers being constructed from a motherboard, with functions like serial ports, disk drive controller and graphics being provided on daughterboards. The recent availability of advanced chip sets providing most of the I/O features as embedded components allows motherboard manufacturers to offer motherboards with I/O traditionally provided by daughterboards. Most PC motherboards now offer on-board support for disk drives including IDE and SATA with RAID, graphics, Ethernet, and traditional I/O such as serial and parallel ports, USB, and keyboard/mouse support. Plug-in cards are now more commonly high performance graphics cards (really graphic co-processors), high end RAID controllers, and specialized I/O cards such as data acquisition and DSP (Digital Signal Processor) boards.
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[edit] Applications
Single Board Computers are now commonly defined across two distinct architectures: no slots and slot support.

Embedded Single Board Computers are boards providing all the required I/O with no provision for plug-in cards. Applications are typically gaming (slot machines, video poker), kiosk, and machine control. Embedded Single Board Computers are much smaller than ATX motherboards, and provide an I/O mix more targeted to an industrial application such as on-board digital and analog I/O, on-board bootable flash so no hard drive is required, no on-board video, etc.

The term "Single Board Computer" now generally applies to an architecture where the Single Board Computer is plugged into a backplane to provide for I/O cards. In the case of PC104, the bus is not a backplane in the traditional sense but is a series of pin connectors allowing I/O boards to be stacked.

Single board computers are most commonly used in industrial situations where they are used in rackmount format for process control or embedded within other devices to provide control and interfacing. Because of the very high levels of integration, reduced component counts and reduced connector counts, SBCs are often smaller, lighter, more power efficient and more reliable than comparable multi-board computers.

The primary advantage of ATX motherboards versus Single Board Computers is cost. Motherboards are manufactured by the millions for the consumer and office markets allowing tremendous economies of scale. Single Board Computers, on the other hand, are in a specialized market niche and are manufactured in much smaller numbers with the resultant higher cost. Motherboards and Single Board Computers now offer similar levels of feature integration meaning that a motherboard failure in either standard will require equivalent replacement.

The primary advantage of a PICMG Single Board Computer is the availability of backplanes offering virtually any slot configuration including legacy ISA support. Motherboards tend to the latest slot technology such that PCI slots are becoming legacy support with PCI-Express becoming the standard. In addition, motherboards offer, at most, 7 slots while backplanes can offer up to 20 slots. In a backplane 12.3" wide, similar in size to an ATX motherboard at 12", a backplane with a Single Board Computer can offer 12 slots for I/O cards with virtually any mix of slot types.[1]
[edit] Types, standards
Currently the most common variety of Single Board Computer in use is of a specific form factor similar to other full-size plug-in cards and is intended to be used in a backplane. Some architectures are dependent entirely on single-board computers, such as CompactPCI, PXI, VMEbus, VXI, PICMG architecture, etc. In the Intel PC world, the intelligence and interface/control circuitry is placed on a plug-in board that is then inserted into a passive (or active) backplane. The end result is similar to having a system built with a motherboard, except that the backplane determines the slot configuration. Backplanes are available with a mix of slots (ISA, PCI, PCIX, PCI-Express, etc), usually totaling 20 or less, meaning it will fit in a 19" rackmount enclosure (17" wide chassis).

Some single-board computers also exist as form factors that stack like building blocks, and do not have the form of a traditional backplane. Examples of stacking SBC form factors include PC/104, PC/104-Plus, PCI-104, EPIC, and EBX; these systems are commonly available for use in embedded control systems.

PICMG provides standards for the backplane interface: PICMG 1.0, 1.1 and 1.2[2] provide for ISA and PCI support with 1.2 adding PCIX support PICMG 1.3[3]

 HYPERLINK "http://en.wikipedia.org/wiki/Single-board_computer" \l "cite_note-3#cite_note-3" [4] provides for PCI-Express support. Single Board Computers meeting the PICMG 1.3 specification are referred to as a System Host Board.

Stack-type SBCs often have memory provided on plug-cards such as SIMMs and DIMMs, however they can still be regarded as SBCs because although the memory modules are technically additional circuit boards, they have no extra functionality beyond providing memory and are basically just carriers for the RAM chips. Hard drive circuit boards are also not counted for determining if a computer is an SBC or not for two reasons, firstly because the HDD is regarded as a single block storage unit, and secondly because the SBC may not require a hard drive at all as most can be booted from their network connections.

[edit] Form Factors
· AdvancedTCA 

· CompactPCI 

· Embedded Compact Extended (ECX) 

· Micro Tca 

· Mini-ITX 

· PC/104 

· PICMG 

· PXI 

· VMEbus 

· VPX 

· VXI 
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"Overclocked" redirects here. For other uses, see Overclocked (disambiguation).





AMD Athlon XP overclocking BIOS setup on ABIT NF7-S. Front side bus frequency (external clock) has increased from 133 MHz to 148 MHz, and the clock multiplier factor has changed from 13.5 to 16.5

Overclocking is the process of running a computer component at a higher clock rate (more clock cycles per second) than it was designed for or was specified by the manufacturer, usually practiced by enthusiasts seeking an increase in the performance of their computers. Some purchase low-end computer components which they then overclock to higher clock rates, or overclock high-end components to attain levels of performance beyond the specified values. Others overclock outdated components to keep pace with new system requirements, rather than purchasing new hardware.[1]
People who overclock their components mainly focus their efforts on processors, video cards, motherboard chipsets, and random-access memory (RAM). It is done through manipulating the CPU multiplier and the motherboard's front side bus (FSB) clock rate until a maximum stable operating frequency is reached, although with the introduction of Intel's new X58 chipset and the Core i7 processor, the front side bus has been replaced with the QPI (Quick Path Interconnect); often this is called the Baseclock (BCLK). While the idea is simple, variation in the electrical and physical characteristics of computing systems complicates the process. CPU multipliers, bus dividers, voltages, thermal loads, cooling techniques and several other factors such as individual semiconductor clock and thermal tolerances can affect it. Every component has its unique limits with higher clocks and voltage. Two different CPUs may clock completely differently, one being stable with higher clocks at a similar temperature as the other. The bus and memory stability and tolerances also affect how stable an overclocking can be.[2]
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[edit] Considerations
There are several considerations when overclocking. First is to ensure that the component is supplied with adequate power to operate at the new clock rate. However, supplying the power with improper settings or applying excessive voltage can permanently damage a component. Since tight tolerances are required for overclocking, only more expensive motherboards—with advanced settings that computer enthusiasts are likely to use—have built-in overclocking capabilities. Motherboards with fewer settings, such as those found in Original Equipment Manufacturer (OEM) systems, often do not support overclocking.

[edit] Cooling
Main article: Computer cooling




High quality heatsinks are often made of copper
All electronic circuits produce heat generated by the movement of electrical current. As clock frequencies in digital circuits and voltage applied increase, the heat generated by components running at the higher performance levels also increases. The relationship between clock frequencies and Thermal design power (TDP) are linear. However, there is a limit to the maximum frequency which is called a "wall". To overcome this issue, overclockers raise the chip voltage to increase the overclocking potential. The relationship between chip voltage and TDP is exponential due to the fact that as the chip warms, the resistance increases. This increased heat requires effective cooling to avoid damaging the hardware. In addition, some digital circuits slow down at high temperatures due to changes in MOSFET device characteristics. Because most stock cooling systems are designed for the amount of power produced during non-overclocked use, overclockers typically turn to more effective cooling solutions, such as powerful fans, larger heatsinks, heat pipes and water cooling. Size, shape, and material all influence the ability of a heatsink to dissipate heat. Efficient heatsinks are often made entirely of copper, which has high thermal conductivity, but is expensive.[3] Aluminium is more widely used; it has poorer thermal conductivity, but is significantly cheaper than copper. Heat pipes are commonly used to improve conductivity. Many heatsinks combine two or more materials to achieve a balance between performance and cost.[3]




Interior of a water-cooled computer, showing CPU water block, tubing, and pump.

Water cooling carries waste heat to a radiator. Thermoelectric cooling devices, also known as Peltier devices, are recently popular with the onset of high Thermal Design Power (TDP) processors made by Intel and AMD. Thermoelectric cooling devices create temperature differences between two plates by running an electric current through the plates. This method of cooling is highly effective, but itself generates significant heat. For this reason, it is often necessary to supplement thermoelectric cooling devices with a convection-based heatsink or a water-cooling system.





Liquid nitrogen may be used for cooling an overclocked system, when an extreme measure is needed.

Other cooling methods are forced convection and phase change cooling which is used in refrigerators. Liquid nitrogen, liquid helium, and dry ice are used as coolants in extreme cases,[4] such as record-setting attempts or one-off experiments rather than cooling an everyday system. In June 2006, IBM and Georgia Institute of Technology jointly announced a new record in silicon-based chip clock rate above 500 GHz, which was done by cooling the chip to 4.5 K (−268.7 °C; −451.6 °F) using liquid helium.[5] These extreme methods are generally impractical in the long term, as they require refilling reservoirs of vaporizing coolant, and condensation can be formed on chilled components.[4] Moreover, silicon-based junction gate field-effect transistors (JFET) will degrade below temperatures of roughly 100 K (−173 °C; −280 °F) and eventually cease to function or "freeze out" at 40 K (−233 °C; −388 °F) since the silicon ceases to be semiconducting[6] so using extremely cold coolants may cause devices to fail.

Submersion cooling, used by the Cray-2 supercomputer, involves sinking a part of computer system directly into a chilled liquid that is thermally conductive but has low electrical conductivity. The advantage of this technique is that no condensation can form on components.[7] A good submersion liquid is Fluorinert made by 3M, which is expensive and can only be purchased with a permit.[7] Another option is mineral oil, but impurities such as those in water might cause it to conduct electricity.[7]
[edit] Stability and functional correctness
See also: Stress testing#hardware
As an overclocked component operates outside of the manufacturer's recommended operating conditions, it may function incorrectly, leading to system instability. Another risk is silent data corruption by undetected errors. Such failures might never be correctly diagnosed and may instead be incorrectly attributed to software bugs in applications or the operating system. Overclocked use may permanently damage components enough to cause them to misbehave (even under normal operating conditions) without becoming totally unusable.

In general, overclockers claim that testing can ensure that an overclocked system is stable and functioning correctly. Although software tools are available for testing hardware stability, it is generally impossible for any private individual to thoroughly test the functionality of a processor.[8] Achieving good fault coverage requires immense engineering effort; even with all of the resources dedicated to validation by manufacturers, faulty components and even design faults are not always detected.

A particular "stress test" can verify only the functionality of the specific instruction sequence used in combination with the data and may not detect faults in those operations. For example, an arithmetic operation may produce the correct result but incorrect flags; if the flags are not checked, the error will go undetected.

To further complicate matters, in process technologies such as silicon on insulator, devices display hysteresis—a circuit's performance is affected by the events of the past, so without carefully targeted tests it is possible for a particular sequence of state changes to work at overclocked rates in one situation but not another even if the voltage and temperature are the same. Often, an overclocked system which passes stress tests experiences instabilities in other programs.[9]
In overclocking circles, "stress tests" or "torture tests" are used to check for correct operation of a component. These workloads are selected as they put a very high load on the component of interest (e.g. a graphically-intensive application for testing video cards, or different math-intensive applications for testing general CPUs). Popular stress tests include Prime95, Everest, Superpi, OCCT, IntelBurnTest/Linpack/LinX, SiSoftware Sandra, BOINC, Intel Thermal Analysis Tool and Memtest86. The hope is that any functional-correctness issues with the overclocked component will show up during these tests, and if no errors are detected during the test, the component is then deemed "stable". Since fault coverage is important in stability testing, the tests are often run for long periods of time, hours or even days. An overclocked computer is sometimes described using the number of hours and the stability program used, such as "prime 12 hours stable".

[edit] Factors allowing overclocking
Overclockability arises in part due to the economics of the manufacturing processes of CPUs and other components. In most cases components with different rated clock rates are manufactured by the same process, and tested after manufacture to determine their actual ratings. The clock rate that the component is rated for is at or below the clock rate at which the CPU has passed the manufacturer's functionality tests when operating in worst-case conditions (for example, the highest allowed temperature and lowest allowed supply voltage). Manufacturers must also leave additional margin for reasons discussed below. Sometimes manufacturers produce more high-performing parts than they can sell, so some are marked as medium-performance chips to be sold for medium prices. Pentium architect Bob Colwell calls overclocking an "uncontrolled experiment in better-than-worst-case system operation".[10]
[edit] Measuring effects of overclocking
Benchmarks are used to evaluate performance. The benchmarks can themselves become a kind of 'sport', in which users compete for the highest scores. As discussed above, stability and functional correctness may be compromised when overclocking, and meaningful benchmark results depend on correct execution of the benchmark. Because of this, benchmark scores may be qualified with stability and correctness notes (e.g. an overclocker may report a score, noting that the benchmark only runs to completion 1 in 5 times, or that signs of incorrect execution such as display corruption are visible while running the benchmark).

Given only benchmark scores it may be difficult to judge the difference overclocking makes to the overall performance of a computer. For example, some benchmarks test only one aspect of the system, such as memory bandwidth, without taking into consideration how higher clock rates in this aspect will improve the system performance as a whole. Apart from demanding applications such as video encoding, high-demand databases and scientific computing, memory bandwidth is typically not a bottleneck, so a great increase in memory bandwidth may be unnoticeable to a user depending on the applications used. Other benchmarks, such as 3DMark attempt to replicate game conditions.

[edit] Variance
The extent to which a particular part will overclock is highly variable. Processors from different vendors, production batches, steppings, and individual units will all overclock with varying degrees of success.

[edit] Manufacturer and vendor overclocking
Commercial system builders or component resellers sometimes overclock to sell items at higher profit margins. The retailer makes more money by buying lower-value components, overclocking them, and selling them at prices appropriate to a non-overclocked system at the new clock rate. In some cases an overclocked component is functionally identical to a non-overclocked one of the new clock rate, however, if an overclocked system is marketed as a non-overclocked system (it is generally assumed that unless a system is specifically marked as overclocked, it is not overclocked), it is considered fraudulent.

Overclocking is sometimes offered as a legitimate service or feature for consumers, in which a manufacturer or retailer tests the overclocking capability of processors, memory, video cards, and other hardware products. Several video card manufactures now offer factory overclocked versions of their graphics accelerators, complete with a warranty, which offers an attractive solution for enthusiasts seeking an improved performance without sacrificing common warranty protections. Such factory-overclocked products may cost a little more than standard components, but may be more cost-effective than product with a higher specification.

Naturally, manufacturers would prefer enthusiasts to pay additional money for profitable high-end products, in addition to concerns of less reliable components and shortened product life spans affecting brand image. It is speculated that such concerns are often motivating factors for manufacturers to implement overclocking prevention mechanisms such as CPU locking. These measures are sometimes marketed as a consumer protection benefit, which typically generates a negative reception from overclocking enthusiasts.

[edit] Advantages
· The user can, in many cases, purchase a lower performance, cheaper component and overclock it to the clock rate of a more expensive component. 

· Higher performance in games, encoding, video editing applications, and system tasks at no additional expense, but at an increased cost for electrical power consumption. Particularly for enthusiasts who regularly upgrade their hardware, overclocking can increase the time before an upgrade is needed. 

· Some systems have "bottlenecks," where small overclocking of a component can help realize the full potential of another component to a greater percentage than the limiting hardware is overclocked. For instance, many motherboards with AMD Athlon 64 processors limit the clock rate of four units of RAM to 333 MHz. However, the memory performance is computed by dividing the processor clock rate (which is a base number times a CPU multiplier, for instance 1.8 GHz is most likely 9x200 MHz) by a fixed integer such that, at a stock clock rate, the RAM would run at a clock rate near 333 MHz. Manipulating elements of how the processor clock rate is set (usually lowering the multiplier), one can often overclock the processor a small amount, around 100-200 MHz (less than 10%), and gain a RAM clock rate of 400 MHz (20% increase), releasing the full potential of the RAM. 

· Overclocking can be an engaging hobby in itself and supports many dedicated online communities. The PCMark website is one such site that hosts a leader-board for the most powerful computers to be bench-marked using the program. 

· A new overclocker with proper research and precaution or a guiding hand can gain useful knowledge and hands-on experience about their system and PC systems in general. 

[edit] Disadvantages
Many of the disadvantages of overclocking can be mitigated or reduced in severity by skilled overclockers. However, novice overclockers may make mistakes while overclocking which can introduce avoidable drawbacks and which are more likely to damage the overclocked components (as well as other components they might affect).

[edit] General
· The lifespan of a processor may be reduced by higher operating frequencies, increased voltages and heat, although processors rapidly become obsolete in performance due to technological progress. 

· Increased clock rates and/or voltages result in higher power consumption. 

· While overclocked systems may be tested for stability before use using programs that "burn" the computer. These programs create an artificial strain that pushes individual or many components to their maximum (or beyond it). Some common stability programs are Prime 95, Super PI (32M), Intel TAT, LinX, PCMark, and FurMark. Stability problems may surface after prolonged usage due to new workloads or untested portions of the processor core. Aging effects previously discussed may also result in stability problems after a long period of time. Even when a computer appears to be working normally, problems may arise in the future. For example, Windows may appear to work with no problems, but when it is re-installed or upgraded, error messages may be received such as a “file copy error" during Windows Setup [11]. Microsoft says this of errors in upgrading to Windows XP: "Your computer [may be] over-clocked. Because over-clocking is very memory-intensive, decoding errors may occur when files are extracted from the Windows XP CD-ROM". 

· High-performance fans used for extra cooling can be noisy. Older popular models of fans used by overclockers can produce 50 decibels or more. However, nowadays, manufacturers are overcoming this problem by designing fans with aerodynamically optimized blades for smoother airflow and minimal noise (around 20 decibels at approximately 1 metre). The noise is not always acceptable, and overclocked machines are often much noisier than stock machines. Noise can be reduced by utilizing strategically-placed larger fans, which are inherently less noisy than smaller fans; by using alternative cooling methods (such as liquid and phase-change cooling); by lining the chassis with foam insulation; and by installing a fan-controlling bus to adjust fan speed (and, as a result, noise) to suit the task at hand. Now that overclocking is of interest to a larger target audience, this is less of a concern as manufacturers have begun researching and producing high-performance fans that are no longer as loud as their predecessors. Similarly, mid- to high-end PC cases now implement larger fans (to provide better airflow with less noise) as well as being designed with cooling and airflow in mind. 

· Even with adequate CPU cooling, the excess heat produced by an overclocked processing unit increases the ambient air temperature of the system case; consequently, other components may be affected. Also, more heat will be expelled from the PC's vents, raising the temperature of the room the PC is in - sometimes to uncomfortable levels. 

· Overclocking has the potential to cause component failure ("heat death"). Warranties do not cover damage caused by overclocking. Some motherboards offer safety measures that will stop this from happening (eg. limitations on FSB increase) so that only voltage control alterations can cause such harm. 

· Some motherboards are designed to use the airflow from a standard cpu fan in order to cool other heatsinks, such as the northbridge. If the cpu heatsink is changed on such boards, other heatsinks may receive insufficient cooling. 

· Overclocking a PC component may void its warranty (depending on the conditions of sale). 

· Changing the Heatsink on a Graphics Card often voids its warranty 

[edit] Incorrectly performed overclocking
· Increasing the operation frequency of a component will usually increase its thermal output in a linear fashion, while an increase in voltage usually causes heat to increase quadratically. Excessive voltages or improper cooling may cause chip temperatures to rise almost instantaneously, causing the chip to be damaged or destroyed. 

· More common than hardware failure is functional incorrectness. Although the hardware is not permanently damaged, this is inconvenient and can lead to instability and data loss. In rare, extreme cases entire filesystem failure may occur, causing the loss of all data.[12] 

· With poor placement of fans, turbulence and vortices may be created in the computer case, resulting in reduced cooling effectiveness and increased noise. In addition, improper fan mounting may cause rattling or vibration. 

· Improper installation of exotic cooling solutions like liquid cooling may result in failure of the cooling system, which may result in water damage. 

· With sub-zero cooling methods such as Phase-change cooling or Liquid nitrogen, extra precautions such as foam or spray insulation must be made to prevent water from condensing upon the PCB and other areas. This can cause the board to become "frosted" or covered in frost. While the water is frozen it is usually safe, however once it melts it can cause shorts and other malignant issues. 

· Sometimes products claim to be intended specifically for overclocking and may be just decoration. Novice buyers should be aware of the marketing hype surrounding some products. Examples include heat spreaders and heatsinks designed for chips which do not generate enough heat to benefit from these devices. (Capacitors, for example) 

[edit] Limitations
The utility of overclocking is limited for a few reasons:

· Personal computers are mostly used for tasks which are not computationally demanding, or which are performance-limited by bottlenecks outside of the local machine. For example, web browsing does not require a high performance computer, and the limiting factor will almost certainly be the bandwidth of the Internet connection of either the user or the server. Overclocking a processor will also do little to help increase application loading times as the limiting factor is reading data off the hard drive. Other general office tasks such as word processing and sending email are more dependent on the efficiency of the user than on the performance of the hardware. In these situations any performance increases through overclocking are unlikely to be noticeable. 

· It is generally accepted that, even for computationally-heavy tasks, clock rate increases of less than ten percent are difficult to discern. For example, when playing video games, it is difficult to discern an increase from 60 to 66 frames per second (FPS) without the aid of an on-screen frame counter. Overclocking of a processor will rarely improve gaming performance noticeably, as the frame rates achieved in most modern games are bound almost exclusively by the GPU at resolutions beyond 1024x768. One exception to this rule is when the overclocked component is the bottleneck of the system, in which case the most gains can be seen. 

[edit] Graphics cards




The BFG GeForce 6800GSOC ships with higher memory and clock rates than the standard 6800GS.

Graphics cards can also be overclocked[13], with utilities such as EVGA's Precision, RivaTuner, ATI Overdrive (on ATI cards only), MSI Afterburner, or the PEG Link Mode on ASUS motherboards. Overclocking a GPU will often yield a marked increase in performance in synthetic benchmarks, and usually will improve game performance too. Sometimes, it is possible to see that a graphics card is pushed beyond its limits before any permanent damage is done by observing on-screen distortions known as artifacts. Two such discriminated "warning bells" are widely understood: green-flashing, random triangles appearing on the screen usually correspond to overheating problems on the GPU itself, while white, flashing dots appearing randomly (usually in groups) on the screen often mean that the card's RAM is overheating. It is common to run into one of those problems when overclocking graphics cards. Showing both symptoms at the same time usually means that the card is severely pushed beyond its heat/clock rate/voltage limits. If seen at normal clock rate, voltage and temperature, they may indicate faults with the card itself. However, if the video card is simply clocked too high and doesen't overheat then the artifacts are a bit different. There are many different ways for this to show up and any irregularities should be considered but usually if the core is pushed too hard black circles or blobs appear on the screen and overclocking the video memory beyond its limits usually results in the application or the entire operating system crashing. Luckily though, after the computer is restarted the settings is reset to stock (Stored in the video card BIOS) and the maximum clock rate of that specific card has been found.

Some overclockers use a hardware voltage modification where a potentiometer is applied to the video card to manually adjust the voltage. This results in much greater flexibility, as overclocking software for graphics cards is rarely able to freely adjust the voltage. Voltage mods are very risky and may result in a dead video card, especially if the voltage modification ("voltmod") is applied by an inexperienced individual. A pencil volt mod refers to changing a resistor's value on the graphics card by drawing across it with a graphite pencil. This results in a change of GPU voltage. It is also worth mentioning that adding physical elements to the video card immediately voids the warranty.

[edit] Alternatives
Flashing and Unlocking are two popular ways to gain performance out of a video card, without technically overclocking.

Flashing refers to using the firmware of another card, based on the same core and design specs, to "override" the original firmware, thus effectively making it a higher model card; however, 'flashing' can be difficult, and sometimes a bad flash can be irreversible. Sometimes stand-alone software to modify the firmware files can be found, i.e. NiBiTor, (GeForce 6/7 series are well regarded in this aspect). It is not necessary to acquire a firmware file from a better model video card (although it should be said that the card in which firmware is to be used should be compatible, i.e. the same model base, design and/or manufacture process, revisions etc.). For example, video cards with 3D accelerators (the vast majority of today's market) have two voltage and clock rate settings - one for 2D and one for 3D - but were designed to operate with three voltage stages, the third being somewhere in the middle of the aforementioned two, serving as a fallback when the card overheats or as a middle-stage when going from 2D to 3D operation mode. Therefore, it could be wise to set this middle-stage prior to "serious" overclocking, specifically because of this fallback ability - the card can drop down to this clock rate, reducing by a few (or sometimes a few dozen, depending on the setting) percent of its efficiency and cool down, without dropping out of 3D mode (and afterwords return to the desired high performance clock and voltage settings).

Some cards also have certain abilities not directly connected with overclocking. For example, NVIDIA's GeForce 6600GT (AGP flavor) features a temperature monitor (used internally by the card), which is invisible to the user in the 'vanilla' version of the card's BIOS. Modifying the BIOS can allow a 'Temperature' tab to become visible in the card driver's advanced menu.

Unlocking refers to enabling extra pipelines and/or pixel shaders. The 6800LE, the 6800GS and 6800 (AGP models only) and Radeon X800 Pro VIVO were some of the first cards to benefit from unlocking. While these models have either 8 or 12 pipes enabled, they share the same 16x6 GPU core as a 6800GT or Ultra, but may not have passed inspection when all their pipelines and shaders were unlocked. In more recent generations, both ATI and Nvidia have laser cut pipelines to prevent this practice.[citation needed].

It is important to remember that while pipeline unlocking sounds very promising, there is absolutely no way of determining if these 'unlocked' pipelines will operate without errors, or at all (this information is solely at the manufacturer's discretion). In a worst-case scenario, the card may not start up ever again, resulting in a 'dead' piece of equipment. It is possible to revert to the card's previous settings, but it involves manual firmware flashing using special tools and an identical but original firmware chip.

